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Abstract 

The complexities that information systems face are quickly growing. Threats and attacks are 

framed and executed using new methods that exploit the information contained in networks. 

When going across subtle domains, knowledge is constantly changing due to the different 

categories of users, server managers, and those that need to access it. Information device 

protection is critical against threats such as denial of service attacks and intrusions. Intrusion is a 

big threat to unauthorized data or lawful network leveraging valid users' identities or any of the 

network's back doors and vulnerabilities. Intrusion Detection Systems are mechanisms designed 

to detect intrusions at different stages (IDS). The aim of this research is to improve the efficiency 

of intrusion detection systems (IDS) by using rule-based techniques and learning-based 

algorithms for intrusion detection and classification. Neural Networks (NN) , Random Forest and 

SVM algorithms.The output of rule-based techniques and machine learning algorithms is 

evaluated using regular datasets such as kddcup 99. 
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1. Introduction 

The Intrusion Detection System (IDS) is a critical component of network and data protection. 

Because of the rapid evolution of network technology, identification of attacks based on 

contextual knowledge processing can be unique to particular apps and networks. Such a 

challenge can be solved with the aid of a hybrid intrusion detection system (IDS). [1] 

DoS attacks are typically focused on packet flooding with the aim of overburdening the victim's 

infrastructure. These attacks are now capable of disrupting networks of almost any scale. One of 

the major testing obstacles for developing high-performance hybrid IDS is dealing with huge 

volumes of records with a large number of features. A large number of features can make it 

difficult to identify malicious patterns, resulting in a long training and testing process, increased 

resource demand, and a low detection rate.[2] 

Computer security is characterized as the defense of computing systems from threats in order to 

preserve resource confidentiality, integrity, and availability [3]. An intrusion is described as any 

series of acts that attempt to compromise network resources and the victim server [4]. The 

Intrusion Detection System (IDS) is primarily used for tracking incidents that occur in computer 

systems/networks, analyzing data, identifying, preventing, or reporting to the system 

administrator so that appropriate action can be taken. The increase in the number of attacks 
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launched by attackers has increased users' skepticism about the Internet. Denial of Service is an 

effective security assault (DoS). 

An intrusion detection system (IDS) is a monitoring system that tracks computer networks and 

network traffic and analyzes it for potential aggressive attacks from outside the organization as 

well as system abuse or attacks from inside the organization. In layman's words, an intrusion 

detection device is similar to a burglar detector. A car's lock system, for example, prevents it 

from burglary. 

However, if anyone cracks the lock mechanism and attempts to rob the vehicle, the burglar 

detector senses the broken lock and alarms the owner by raising an alarm sound. Similarly, IDS 

will function as an alert in a system/network to detect incidents and notify if any malicious 

behavior occurs. 

Attackers [5] continue to devise new ways to hack the host/network and conduct illegal 

operations. The Internet's scale and sophistication, as well as the operating systems on end hosts, 

make it more vulnerable to vulnerabilities. Because of these problems, existing Internet best 

practices depend on evidence of detecting attacking trends, monitoring security vulnerabilities, 

and closing them as soon as possible. Existing intrusion detection systems are seeing an increase 

in false alarms. Computational Intelligence (CI) components in IDS can be streamlined to 

minimize these. Many CI strategies were implemented by the researchers, and their accuracy was 

also measured using benchmark datasets. 

The Intrusion Detection System (IDS) is a multicolored technique that inspects both inbound and 

outbound network traffic, detects unusual patterns, and discards them. IDS are made up of three 

major components: a data base, an analysis engine, and a response manager [6]. 

The primary component of any IDS, also known as an event driver, is the data base. Host-based 

monitors, network-based monitors, application-based monitors, and target-based monitors are the 

four types of data sources. 

The research engine is the second part of an intrusion detection system. This component collects 

data from the data source and checks it for signs of attacks or other regulation breaches. 

Misuse/Signature-based detection and Anomaly/Statistical detection are the two most commonly 

used methods for IDS analysis. 

The solution manager is the third aspect of an intrusion detection system. In general, the 

response manager can function only when potential inaccuracies in the mechanism are 

discovered, warning someone or something in the form of a response. 

DoS is a form of attack in which unnecessary messages are created and directed at the victim 

resource, causing the server to be unable to provide service to legitimate users[7]. It results in 

unreliable and inaccessible networks, as well as disruptions in network traffic and connection 

interfaces. 

 

2. Related Work 

Machine learning (ML) [8] is a new branch of data mining that lets a computer program to 

become more accurate at predicting events without being explicitly programmed. These ML 

techniques are frequently divided into two types: supervised and unsupervised learning 

techniques. Supervised learning techniques use labeled training data for inference (classification, 

regression), whereas unsupervised learning techniques use unlabeled data to identify hidden 

existing patterns (clustering). 

Classification is the process of translating an input collection of examples P into a unique 

collection of qualities Q, often known as target attributes or labels. In a number of applications, 
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classification techniques such as decision tree classifiers, bayesian classifiers, and artificial 

neural networks, closest neighbor classifiers, random forest, and support vector machines are 

utilized [9]. We'll go through each one briefly. Each approach is built around the learning 

algorithm that it employs.. 

A decision tree is one of the most fundamental and straightforward classifiers used to address 

classification problems. A decision tree is a graph that categorizes events by sorting them based 

on their feature values. The decision tree is made up of nodes and branches, with each node 

indicating a classification instance and each branch indicating a possible value for the node. In 

decision, instance categorization begins at the root node and instance sorting is performed using 

feature values. 

In certain cases, predicting the class label for a given set of input attributes might be difficult. 

Furthermore, class variables are non-deterministic even when the stated input attributes set 

values match some of the characteristics in the training data set. This is owing to the presence of 

certain noisy data and confusing aspects that are not taken into account during analysis. For 

example, predicting the likelihood of heart disease in a certain person based on that person's 

daily activities. 

In this case, it is likely that the majority of individuals who eat healthy meals and exercise on a 

regular basis are at risk of developing heart disease due to other factors such as smoking, alcohol 

use, and maybe hereditary. In such cases, the classification model is built on well-known heart 

disease features, which cannot provide accurate information. In such cases, describing 

probabilistic connections between the attribute collection and the class label is required, and the 

Bayesian classifier is all about justifying such tasks [10]. 

An artificial neural network (ANN) is modeled after biological neural networks, which are used 

to construct animal brains. Because it is made up of connected nodes and directed 

interconnections, ANN is also known as a connectionist system. Each connected connection is 

given a weight and is in charge of conveying a signal from one node to the next. When a node 

receives a signal, it processes it before forwarding it to another node. 

In most ANN implementations, the signal at the connection between artificial neurons is a real 

number, and the output of each neuron is governed by a non-linear function of the sum of all its 

inputs. As learning progresses, the signal intensity grows or falls according to the weights of 

artificial neurons and the connections between them [11]. 

In ML classification, there are two techniques to developing a learning model. One of them is 

that the model starts learning as soon as the training set is available; these models are referred to 

as eager learners. Another model observes all training examples but only achieves classification 

if the attributes of the test case precisely match any of the training cases. Such students are 

referred to as lazy students [12]. 

Each sample is treated as a data point in a d-dimensional space by the Nearest Neighbour (NN) 

classifier, where d is the number of features. The distance between the specified test example and 

all data points in the training set is calculated. The k-Nearest Neighbors of data point X are the k 

points closest to the X. 

The data point is subsequently classified based on the class labels assigned to its neighbors. If a 

data point has more than one class labeled neighbor, the class label with the greatest number of 

class labels is given to the data point. It is necessary to determine the exact value of k's nearest 

neighbors. If k is set too low, it may misclassify due to noise in the training data. On the other 

hand, if the value of k is too large, there is a danger of misclassification since the collection of 
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nearest neighbors may comprise data points located far away from the neighborhood of the test 

attribute. 

To begin, random forest is a supervised machine learning methodology that consists of a forest 

of judgements generated by multiple decision trees generated using random vectors. This 

approach may be used to address both classification and regression issues. The outcome of the 

random forest is linked to the number of trees it combines in the forest in such a way that as the 

number of trees in the forest increases, so does the possibility of achieving greater accuracy. It is 

crucial to recognize that creating a forest is not the same as creating decision trees [12]. 

The primary distinction between decision trees and random forests is that finding the root node 

and dividing the feature nodes occurs at random in random forest classification. Because of its 

benefits, random forest classification is often used. One of these is that it may be used for 

classification as well as regression. Another advantage of this method is that if a significant 

number of trees are available, it avoids the problem of overfitting. In addition, a random forest 

classifier can manage missing data and can be modelled in the case of categorical data. 

Random forest classifiers are utilized in many fields, including medicine, finance, e-commerce, 

and the stock market. Random classifiers are used in banking to distinguish between loyal and 

fraudulent customers. Random Forest is used in medicine to find the best combination of drugs 

and to detect sickness based on a patient's previous medical history. Random Forest classier is 

used in the stock market to monitor a stock's behavior and subsequently detect loss and profit. In 

the context of e-commerce, Random Forest may be used to estimate user product suggestions. 

The supervised learning model utilized for categorisation is the Support Vector Machine (SVM). 

It has sparked a lot of curiosity in the categorizing industry. In the SVM model, a visible gap 

separates instances of the various categories in vector space. When a new sample comes, it is 

mapped into the given vector space and its label is assigned to a category based on which side of 

the gap it is located [13]. Using the kernel approach, an SVM can successfully do non-linear 

classification. 

Researchers in [14-18] also did investigations over applications of machine learning algorithms 

in different real world applications and tried to identify different security threats in various real 

world applications. 

 

3. Methodology 

KDD 99 data set [19] is used as input in the framework. This KDD data set is preprocessed to 

remove noise from the data and make data consistent. After preprocessing, a clean and consistent 

input data is available. Now this input data is provided to machine learning algorithms like- 

SVM, Neural Network and Random Forest. These algorithms perform classification of input 

data. Then this classification data works as training data for the prediction task. When new 

intrusion related data is entered in to framework then on the basis of learning data available in 

the classes, framework predicts the new testing data to be normal or abnormal. Machine learning 

algorithms accuracy and error rate are shown below in figure and figure 2. 
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Fig.1 Accuracy Results of Classification Algorithms 

 
Fig.2 Error Rate Results of Classification Algorithms 

 

4. Conclusion 

The difficulties that information systems must deal with are rapidly increasing. Threats and 

assaults are constructed and carried out utilizing novel approaches that take use of the 

information stored in networks. When traversing subtle domains, knowledge is always changing 

owing to the many kinds of users, server admins, and those who require access to it. Protection 

of information devices is vital against threats such as denial of service attacks and invasions. 

Intrusion poses a significant risk to unauthorized data or a lawful network by utilizing legitimate 

users' identities or any of the network's back doors and weaknesses. Intrusion Detection Systems 

are techniques that detect invasions at various stages. KDD 99 data set is used as input. SVM 

algorithm has performed well. Accuracy of SVM is better than Random Forest and Neural 

Network. 
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