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ABSTRACT 

Cloud computing is a rapidly growing technology that offers different services to end 

consumers in a limited amount of time through a pay-as-you-go model. Furthermore, the rise of cloud 

computing has an additional benefit for implementation in a massive scientific workflow. The 

scientific workflow describes a calculation sequence that allows the analysis of distributed and 

hierarchical data; since this workflow involves a large number of tasks, energy consumption is a 

major concern. Therefore, we propose a solution that not only reduces energy consumption but also 

reduces processing time. Furthermore, we have developed an efficient approach by considering 

energy as a parameter and varying the size in montage scientific workflow model to reduce energy 

and the time of processing. 

 

Keywords: Cloud Computing, Scientific workflow, energy consumption, Processing time, Virtual 

machines. 

1. Introduction 

Cloud computing has gained popularity because of its outstanding features. Cloud is a distributed 

system which contains a collection of inter-connected devices. This model uses empty resources that 

increase economic efficiency by increasing the level of consumption and reduced energy use. The 

main purpose of using the Cloud is data sharing, resources and resources between users. Cloud offers 

many applications that benefit users. The focus is on improving the use of computers processing time 

and reduce energy consumption. Cloud is used as a mode to pay per usage. The payment is made only 

for the services used. Services provided by cloud computing in particular is divided into three 

categories namely Software as Service (SaaS), Infrastructure as a service (Iaas) and Platform as a 

service (Paas) [1]. In 2016, 289 data centres in Europe alone consumed 3,735,735 MWh of total 

power [2]. As a result, it is unavoidable that the data centre would erupt in terms of power and 

numbers in order to satisfy the heavy demands of consumers. This raises environmental concerns, as 

coal, gas, and oil power 66.8 percent of the world's energy in 2017 [3], and allows the population to 

adopt renewable cloud computing technologies. A workflow consists of a series of computing steps 

that must be executed using third-party software, posing VM management challenges. Workflows in 
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the cloud are executed on VM instances (VMIs), which are generated from real VMs. From a single 

VM, we can create several independent VMIs. Processing and scheduling these workflow task large 

amount of time due to its complex nature. Task management and resource allocation are also major 

issues in both Grid and cloud computing and plays major role for improvising various parameters like 

energy, load and makespan. The cost advantage of these computing paradigms is affected by the 

scheduling of cloud services to customers by service providers. Traditional scheduling techniques are 

impossible to implement in a cloud setting due to its complex, distributed, and sharable properties. 

The primary goal of resource distribution is to enable cohesive resources to meet their efficiency 

goals. Although many jobs are working at the same time, they each need different services. In this 

paper, we propose the Energy minimization algorithm (EMA) for scientific workflow in the field of 

cloud computing, the purpose of which is to reduce energy utilization and processing time while 

performing complex tasks of this scientific flow. The test results, on the basis of applications of real-

world science applications, demonstrate the functionality and performance of our proposed algorithm. 

 

2. Related Study 

In this section, we have discussed various energy minimization and task scheduling techniques. 

Proposed a framework called CARE Resource Broker (CRB). CRB rules are followed in create, 

manage and assign virtual resources to the cloud environment. The maximum planning rating for 

CRB is 80% [4]. Suggested a way to plan a major problem in the cloud. divided into dependent 

activity. The sequence of activities is linked to the DAG tree. Editing this activity, the algorithm 

focuses only on reducing makespan [5]. Proposed profit planning for cloud services. Profit means 

service quality [6]. The proposed algorithm for scheduling similar tasks in the cloud system to 

improve performance. Similar processing is installed on the cloud computing. It looks for paid jobs 

[7]. Introduced Berger's model for cloud computing. It exercises a double standard of justice. The first 

barrier is to differentiate the user's work based on QoS and the second barrier is to fail to use 

resources [8]. Proposed adaptive resource allocation technique for pre-emptible jobs [9]. Proposed 

genetic based cloud scheduling approach [10]. A market-oriented scheduling polices are proposed 

and, in this model, scheduling policy considers user budget level and task dead line [11]. Proposed 

live virtual machine migration-based algorithm for decreasing power consumption. Along with this 

technique, they have adopted the practice of server consolidation for better computing proficiency and 

lesser power and cooling expenses [12]. For a given data produced rate and transmission delay, an 

average transmission energy strategy for minimising unit data is proposed [13]. Proposed Meta-

heuristic algorithms have been implemented to solve NP-hard problems like task scheduling whether 

it is for computation process, industry, and employee scheduling good performance to solve 

makespan, energy consumption, and load balancing [14]. Proposed Chaotic symbiotic organisms 

search approach which minimize makespan and cost [15]. Two different approaches such as Genetic 
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Algorithm and Max-min algorithm have been discussed and a green optimized energy-aware 

scheduling using genetic algorithm have been provided which consume less energy to the Virtual 

machines [16]. 

Finally, from the related works we conclude that different approaches were used to schedule resources 

and minimize energy. Also, we need to provide an efficient resource handler that provides minimum 

energy utilization and processing time. 

3. Proposed Model 

In this section we will discuss about the proposed system model and minimizing the energy and the 

processing rate. Figure 1 depicts the proposed system model, in which the task computations will be 

done in parallel. Our proposed model acquires appropriate usage of resources with respect to 

infrastructure like storage, local area network (LAN) and virtual machine controller (VMC) as shown 

in the figure1. When a new job is allocated, we need to consider its time of arrival at  and the total size 

which is denoted by st in bits. Depending on the complexity of the job, tasks is divided into n number 

of sub tasks and each sub task will be computed parallelly by the VMs. The Maximum number of 

VMs used to complete the execution of the task is assigned by the VMC and can be represented as Mj 

>> 1. To improve the efficiency and performance of the model we consider the size of the job remains 

constant over the given time period.  

 

Figure 1. Proposed system model 
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Let us consider the task size and communication rate as shown in the below equation 

Cj, j=1, ……… N 

                                         Sj, j=1, ………. N                                    (1) 

 

Each job is divided into d parallel task 

                                          𝐶𝑗 =𝑛
𝑗=1 𝐶𝑘                                             (2) 

 

The execution time per each job is given in the below equation 

                                       {2ET(j)} +€ < Vc                                      (3) 

 

The energy consumption is given as  

 

 𝑦𝑖  𝐶𝑗 ⋅  𝑐𝑗  
−1

 𝛺 𝑗 𝐸𝑗
𝑛

𝑗=1
+ 𝑞𝑘 𝑐𝑗 − 𝑐𝑗 

𝑛 
2

+ 2𝑝 𝑆𝑗   𝐶−𝑖 𝑆𝑗  
−1

                            (4)                 

 

 The first two terms in the above equation represents the energy utilized via reconfiguring and 

communicating while processing the tasks and the last term denotes the point-to-point link that helps 

for transmitting the bits. By considering the parallel processing and transmission rate the energy 

minimization can be formulated as shown below. 

 

                                                 min 𝑆𝑗   2𝑄𝑗
𝑡 𝑆𝑗   𝑆𝑗  

−1
𝐶𝑗 

𝑛

𝑗=1
                                     (5)   

 

Let us consider virtual machine instances for the given task to process and the virtual machine 

configuration mappings to get the starting time (STx,y) and finish time (FTx,y) to calculate the total 

execution time (CTx,y) of the task. Let the complete execution time is calculated as shown in the 

below equation 

 CTx,y=   STx,y + ETx,y                                            (6)    

 

In the above equation first term represents starting time and the second term represents execution time 

for the task size on a particular virtual machine instance. Further, we calculate the makespan as shown 

in the below equation 

 

                                                            𝑀𝑆 𝑤, ℝ = 𝑚𝑎𝑥
𝑣𝑤∈𝑣 𝜔 ,𝑣𝑘

 𝐶𝑇𝑥 , 𝑦                               (7)     
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In the above equation  𝑣𝑤  indicates, 𝑣 𝜔  indicates task set of workflow 𝑎𝑛𝑑 𝑣𝑘  virtual machine 

instance set. 

 

The minimization of makespan, energy consumption is evaluated by considering montage workflow 

which is discussed in the next section.       

4. Results & Discussion 

 

In this section, we evaluate designed model on montage dataset using our proposed model with the 

existing model. Montage workflow is an application which is made by NASA where multiple inputs 

images are taken for generating the custom mosaics.  Montage workflow comprises four distinctive da 

file with its various variant; moreover, these variants are related in terms of make span, energy intake 

and average power.  

          4.1 Comparative study 

Table1 compares the existing model while the VM is set at 60. The Montage 25 model uses 48.68, 

while the ECWSD model uses 58.72. When the Montage 50 model is used the existing takes 97.72 and 

the proposed takes 82.03. When the Montage 100 is used the existing model takes 125.93 and the 

proposed model takes 100.94. Similarly, when the montage 1000 is used the existing model uses 

1081.89 and the proposed uses 945.53. The graphical comparison is as shown in figure 2.  

 

Table 1. Comparison of Makespan with the existing model 

     Workflow variant Montage_25 Montage_50 Montage_100 Montage_1000 

EMA 48.68 82.03 100.94 945.53 

ECWSD 58.72 97.84 125.93 1081.89 
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Figure 2. Graphical Comparison of makespan with the existing model 

 

Table 2 depicts the comparison of existing model with the proposed model for the energy 

consumption by setting the VMs at 60. For the Montage 25 model the energy consumption by the 

proposed model is 34.536j and whereas the existing model consumes 45.242j.  For the Montage 50 

model the energy consumption by the proposed model is 35.445j and whereas the existing model 

consumes 72.215j.  For the Montage 100 model the energy consumption by the proposed model is 

63.582j and whereas the existing model consumes 86.367j.  Similarly, for the Montage 1000 model 

the energy consumption by the proposed model is 819.978j and whereas the existing model consumes 

994.703j.  The figure 3 shows the graphical representation of the model. 

 

Table 2. Comparison of Energy consumption with the existing model 

 Workflow variant Montage_25 Montage_50 Montage_100 Montage_1000 

EMA 34.536 35.445 63.582 819.978 

ECWSD 45.242 72.215 86.367 994.703 
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Figure 3. Graphical Comparison of Energy consumption with the existing model 

Table 3 depicts the comparison of existing model with the proposed model for the average energy 

consumption by setting the VMs at 60. For the different Montage model like 25,50,100 and 100 the 

average energy consumption by the proposed model is 15.9j and whereas the existing model 

consumes 19.437j. The figure 4 shows the graphical representation of the comparison done. 

Table 3. Comparison of Average Energy consumption with the existing model 

Workflow variant 
 

Montage_25 Montage_50 Montage_100 Montage_1000 

EMA PS 15.9 15.9 15.9 15.9 

ECWSD ES 19.437 19.437 19.437 19.437 
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    Figure 4. Graphical Comparison of Average Energy consumption with the existing model 

5. Conclusion 

Cloud computing technology offers significant benefits to IT industries several cloud benefits such as 

high availability, resource allocation and load balancing. The main purpose of research work is to 

reduce energy and makespan. In this paper we have proposed an energy reduction algorithm. We have 

scheduled the tasks based on the nature, size and the complex nature of the workflow jobs to achieve 

minimum processing rate based on the temporary reduction. Makespan usage and power consumption 

are reduced using our proposed algorithm and out performs well when compared with the existing 

models. In the future algorithm it can used for varying job sizes and fault tolerant activities. 
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