Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 6, 2021, Pages. 6333 - 6347
Received 25 April 2021; Accepted 08 May 2021.

Analysis of Medical Image Fusion Using TransforrBased Function and
Neural Network

Mitesh Kumar
Research Scholar
SRK UNIVERSITY, Bhopal

miteshkumarl49@gmail.com

Dr. Nikhil Ranjan
Associate Professor
SRK UNIVERSITY, Bhopal

nikhilranjan101@gmail.com

Dr. Bharti Chourasia
Associate Professor
SRK UNIVERSITY BHOPAL

bharti.chourasia27@gmail.com

Abstract

Medical image fusion plays a significant role in compuatieled diagnosis ofritical illness and disease. The
continuous support of computer vision and medical science, image fusion methods are improved. In the
improvement of image fusion algorithm, transfebmsed function and neural network is a significant
participant. The tresformbased function follows the categories of featbiased image fusion. The transform
function such as DCT, DWT, CT, and other transform function variants applied for the extraction of features.
The transforrrbased process is texture dominated feattrassform. The texture is important features of
medical imagery; the coverage area of texture features is 75% in the whole image. The relation of neural
network and image fusion has a very long time. The neural network methods improve the fusion efficienc
medical image and produce good quality results in terms of PSNR and SIM. This paper presents the
experimental analysis of various transform and neural network methods for medical image fusion. The study
used standard medical image fusion dataset aabuned standard parameters such as PSNR, SIM. The analysis
process used MATLAB software, and this is a vkelbwn software for the neural network and image
processing.

Keywords: - Medical image, Fusion, CT, MRI, PET, ANN, wavelet, transform, MATLAB

INTRODUCTION

The visual impact and quality of image play an important role in medical imagery diagnosis. The image fusion
is great potential to cover the all aspects of computer aided diagnosis of critica]ilin€se process of image
fusion proceedsvith two and more imagewith set of fusion and developed fused image. The fused image has
better visual impact and quality instead of source ifiadge 3] The process of image fusion deals in two mode
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of operation such as spatial domain and frequency boorni@ie spatial domain image fusion methods operate
pixel-based operation and frequertgsed image fusion applied transfebased functiop]. The pixelbased

image fusion has certain limitation in terms of resolution and dimension of medical imageofMuostlical

devices generates-ddmensions image with high intend®}y. The intensity of image faces a problem of
dimension reduction and transformation of imagery data. various authors reported the various format of medical
image compromised with qualignd intensit{6, 7, 8] The most common used medical imagery such as CT
(computer tomography), MRI (magnetic resonance imagery), PB3itfon emission tomographgnd many

more such as-ray images. Some of medical imagery has soft tissue of human bddytlzers are hard and
cannot predict and visualised for the process of anfy<sif]. The different format of medical imagery keeps
certain features characteristics and different imagery sensor obtain different information of same part of body.
The objetive of image fusion to obtain better image quality and similarity measure[iided?] The loss of

edge information also retains on the condition of noise and other artifacts. Despite of conventional methods of
image fusion, various authors proposeddnsnethods based on transform based methods. The trafsésed

method retains the structure of image and minimized the rate of distortion. But the methods of transform
generate noise during the process of image f{is&ri4, 15] Now image denoising ialso challenging job for

image fusion. The more advantage of transform based function over the limitation of noise, so most of authors
applied the transforrbased function for processing of image fusion. The major transform function applied such
as DCT (dscrete coefficient transform), DWT (discrete wavelet transform), FFT (fast Fourier transform) and
other derivates of transform function. Various authors applied contourlet transform f{tftiai, 18] The

most dominated transform is discrete wavelahsform, the sapling of these transform as high frequency and
low frequency. The processing of sampling retains the edge information of biomedical and proceeds better way
of the fusion method%9, 20]

The conventional and dynamic artificial neural neteww¢ANN) models improve the performance of image
fusion methodg1, 22. All conventional neural network methods applied for the process of image fusion, such
as ART, BP, RBF and SOM models. In concern of dynamic and advance neural network models sugh as CN
DEEP learning, RNN and many derived neural network m{@ils?4, 25] The efficacy and accuracy of
training and matching pattern improves the quality of image fusion process. The process of image fusion
describes in three segments, pixel based, fediased methods and decisibased image fusi¢ac, 27, 28]

The application of neural network applied in features based and deb#&sed methods. The enhance more
quality of fused image applied swarm intelligefim@sed optimization algorithms. Many aoith reported that
particle swarm optimization, ant colony optimization and swarm derivethods[29, 30] The swarrbased
optimization algorithms reduce the unwanted features coefficient of source images. This paper analysed the
performance of neural network methods based fusion algorithms. The source of image dataset is used by
medicalrepository.the maincontribution of this paper is (1). Study of medical imagery fusion methods based
on neural network. (2). Finds bottleneck problem of image fusion. (3) analysis of applied methods in terms of
PSNR and SIM. The rest of paper describe in manner of sectimiated work. In section Ill. Transform
function and neural network. In section IV describe experimental analysis and finally conclude in section V.

II. RELATED WORK

Thecomplex structure of human body organ cannot visualize with proper mode of fusiotheFproper
visualization various devices used such as CT scan, MRI, PET and many more. these devices take multiple
imagery of single location and collect more information of particular human body organ. For the visualization
applied the methods of imadesion. The utility and diversity of image fusion methods enhance the possibility

of critical disease detection and plan for treatments. In the process of medical image fusion various authors
continuously contribute various methods with different appro8ome approach and methods describe here.

Xiang, Tianyuan Et al. [1] Highly flexibility object finding and following under enemy of covertness and
against impedance climate is a difficult examination subject. Since the region compelled straight coding and the
helpful portrayal are characteristialdirect model, this will cause the discriminant data is deficient in item
following. In this way, a multscale highlight combination dependent on multitude knowledge community
oriented learning for fulstage against obstruction object following is ek#d. Here joins numerous highlights

to depict the article in order to improve the portrayal execution of the single element, and utilizations
neighborhood compelled straight coding to get better characterization execution; at that point utilize the
multitude insight bit capacity to expand the helpful learning of nearby limitations to the piece space, and
determine the part inadequate portrayal. Recreation results show that the improved calculation has evident
points of interest continuously, soundness auntitative files, and is appropriate for elite, ease video
reconnaissance. Xu, Lina Et al. [2] Medical picture combination is an important class in the clinical applications
which i mpactsly affects the ynal dne dtrategyns intduced for r e s u |
building up a high efyciency method for the combi ne

http://annalsofrscb.ro 6334



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 6, 2021, Pages. 6333 - 6347
Received 25 April 2021; Accepted 08 May 2021.

significant issue in medication during to its incredible effect and affectability on diagnosing different clinical
issues By and large, assembling a faaching picture which incorporates all the valuable highlights of the
clinical pictures assist the specialists with having simpler and more precise analysis on the iliness. The cycle of
mix of various data of the picturesd their corbination is called picture combination.

Panigrahy, Chinmaya Et al. [3] Multienter picture combination consolidates the engaged pieces of numerous
pictures of a similar scene to create a completely engaged picture. DCPCNN is as oftesibées ytdzed in

picture combination outline work because of its attributes like worldwide coupling, beat synchronization of
neurons and synchronous preparing of two pictures. The exhibition of the talked about strategy is contrasted and
fourteen best irlass multicenter picture combination strategies utilizing six target quality measurements. Test
results exhibit that the examined technique is serious with the cetligg strategies as far as both emotional

and target evaluations. Cart, D. Raveenaeltdial. [4] Medical imaging is a help to humankind. Handling of
clinical pictures is broadly sprouting with the guide of innovative headways. Clinical pictures taken from
various modalities are balanced out to eliminate the jumpy ancient rarities aret fushdled for intertwining

the pictures to empower the doctors to envision the consolidated highlights of CT and MRI. Arrangement of
both the pictures is performed to guarantee parametric enlistment in order to viably mix and overlay for
appropriate corasion. To guarantee the nature of the pictures, fundamental advancement is actualized and the
emotional representation and target assessment are performed. The examined approach, picture combination
with adjustment and enlistment outflanks the currerdtegjies regarding emotional and target assessment.
Huang, Bing Et al. [5] The clinical picture combination is the way toward blending numerous pictures from
different imaging modalities to get an intertwined picture with a lot of data for expanding thealcli
appropriateness of clinical pictures. Creator endeavor to give a diagram of multimodal clinical picture
combination techniques, placing accentuation on the latest advances in the area dependent on the current
combination strategies, remembering bagmdprofound picking up, imaging modalities of clinical picture
combination, and execution investigation of clinical picture combination on essentially informational collection.

At long last, the end is that the flow multimodal clinical picture combinatiesearch results are more
signiycant and the advancement pattern is on the asc
yel d.

Azmi, Kamil ZakwanMohd Et al. [6] Underwater symbolism experiences extreme impacts because of particular
constiction and dissipating impacts when light goes through water medium. Such harms limit the capacity of
vision undertakings and decrease picture quality. There are a ton of upgrade strategies to improve the nature of
submerged picture. Notwithstanding, thejarity of the techniques produce bending impacis the yield

pictures. The talked about common based NUCE technique comprises of four stages. The initial step acquaints
another methodology with kill submerged shading cast. The mediocre shading clhamngigraded dependent

on increase factors, which are determined by considering the contrasts betweeriviilkedand substandard

shading channels. In the subsequent advance, the double force pictures combination dependent on normal of
mean and middlgualities is examined to deliver lowektended and upp@&xtended histograms. The piece
between these histograms improves the picture contrast fundamentally. Next, the multitude insight based mean
adjustment is examined to improve the effortlessnesseofitid picture. Through the combination of multitude
knowledge calculation, the mean estimations of substandard shading channels are changed in accordance with
be shut to the mean estimation of prevalent shading channel. Finally, the unsharp veitgyg &rapplied to

hone the general picture. Tests on submerged pictures that are caught under different conditions show that the
examined NUCE technique delivers better yield picture quality, while altogether defeating otherezlging
strategies. BashiRabia Et al. [7] Image combination is the way toward joining at least two related pictures to
create a solitary yield picture, containing more applicable data than any of the information pictures. The picture
combination measure relies on: the applicatpace; the quantity of pictures going through combination; and

the kind of symbolism, for example, regardless of whether it is pbintom or multmodular. For lucidity of
introduction, this work takes two significant combination techniques, SWT @4d &nd applies them to an
assortment of symbolism. Results show that in rmatidular picture combination, PCA seems to perform better

for those information pictures that have diverse difference/brilliance levels. SWT seems to give better execution
when he info pictures are multhodular and multsensor. An element of the woirk the quantity of target
capacities utilized to assess the SWT and PCA techniques, permitting the utility of each to be judged. Chao,
Zhen Et al. [8] In clinical applications, g e met hodol ogy pictures don't give

this way, it is important to consolidate the prefere
As of late, neural organization strategy was applied to clinical picturdioation by numerous scientists,

however there are as yet numerous deyciencies. Creatc
multi-methodology clinical pictures dependent on the FtRB/F N N, which incorporates

fluffy segment, front blend, derivation, and yield. Also, Authors examined a half and half of the GSA and EBPA
to prepare the organization to refresh the boundari e:c
utilized as contributions of the neuralganization, and the yield is the combined picture. An examination with
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the regular combination techniques and another neural organization strategy through abstract perception and
target assessment fil es wuncov e rnsorporatedthe dataefinfopittkesd ab o
and accomplished better outcomes. Then, Authors additionally prepared the organization by utilizing the EBPA

and GSA, separately. The outcomes uncover that the EBPGSA outflanked both EBPA and GSA, yet in addition
prepaed the neural organization all the more precisely by examining a similar assessroetht

El-Hoseny, Heba M. Et al. [9] a productive clinical picture combination framework dependentGiVDITand

the MCFO procedure. The initial phase in the examinachéwork is the histogram coordinating of one of the
pictures to the next to permit similar powerful reach for the two pictures. TREWMT is utilized after that to
deteriorate the pictures to be melded into their coefficients. The MCFO method is utilidedide the ideal

decay level and the ideal increase boundaries for the best combination of coefficients dependent on specific
requirements. At last, an extra differentiation upgrade measure is applied on the intertwined picture to improve
its visual quéity and strengthen subtleties. A relative report between the customary spatial and change area
combination strategies and the examined improvedC®VUT combination framework is introduced. The talked
about combination framework is emotionally and impdstidiied and assessed with various combination
quality measurements including normal slope, nearby differentiation, standard deviation, edge power, entropy,
Peak Signato-Noise Ratio (PSNR), common data, Qab/f, computational expense, and preparing time.
Reproduction results exhibit that the examined upgradedCWVT clinical picture combination framework
dependent on MCFO and histogram coordinating accomplishes an unrivaled presentation with better picture
quality, substantially more subtleties. These digalihelp in a more exact clinical finding. Zeinab Z. El Kareh

Et al. [10] an ideal answer for waveledsed clinical picture combination utilizing diverse wavelet families and
PCA in view of the MCFO method. The fundamental inspiration of this workégpand the nature of clinical
combined pictures to give right analysis of infections to the target of ideal treatment. This can be accomplished
by intertwining clinical pictures of various modalities utilizing a streamlining strategy dependent on the MCFO.
The MCFO procedure gives the ideal increase boundaries that accomplish the best intertwined picture quality.
Histogram coordinating is applied to improve the general estimations of the PSNR, entropy, nearby difference,
and nature of the melded picturendar report is performed between the examined calculation, the conventional
DWT, and the PCA combination utilizing most extreme combination rule. The examined calculation is assessed
emotionally and equitably with various combination quality measuremB@etseation results exhibit that the
examined MCFO improved wavelbased combination calculation utilizing Haar wavelet and histogram
coordinating accomplishes a predominant presentation with the most noteworthy picture quality and most clear
picture subtties in a short preparing time.

He, Kangjian Et al. [11] MSTbased strategies are well known for mukinter picture combination as of late

due to the predominant exhibitions, for example, the melded picture containing more subtleties of edges and
surfaces. Be that as it may, the majority of MBIt together techniques are based with respect to pixel tasks,
which require a lot of information handling. Additionally, extraordinary combination methodologies can't totally
protect the away from inside thegaged territory of the source picture to get the combination picture. To take
care of these issues, a novel picture combination strategy dependent on center area level parcel and PCNN in
NSCT space. A lucidity assessment work is developed to gauge whatbdan the source picture are engaged.

By eliminating the engaged locales from the source pictures, theemer districts which contain the edge
pixels of the engaged areas are gotten. Next, thecenter areas are deteriorated into a progressiculnf

pictures utilizing NSCT, and sygictures are intertwined utilizing various methodologies to get the melded non
center districts. Ultimately, the intertwined result is acquired by combining the engaged locales and the melded
nortcenter districts. Tesesults show that the talked about combination plan can hold all the more away from of
two source pictures and safeguard more subtleties of theardar areas, which is better than regular strategies

in visual review and target assessments.Huang, Cherxi. [12] Recent examination has detailed the use of
picture combination innovations in clinical pictures in a wide scope of viewpoints, for example, in the
conclusion of cerebrum infections, the location of glioma and the determination of Alzheimess.iln their
investigation, another combination technique dependent on the mix of the SFLA and the PCNN is talked about
for the combination of SPECT and CT pictures to improve the nature of intertwined cerebrum pictures. To start
with, the IHS of a SPEC and CT picture are deteriorated utilizing a NSCT freely, where bothdourrence

and highrecurrence pictures, utilizing NSCT, are gotten. Creators at that point utilized the joined SFLA and
PCNN to meld the highecurrence suband pictures and lowecurrence pictures. The SFLA is considered to
enhance the PCNN network boundaries. At last, the combined picture was created from the switched NSCT and
turned around IHS changes. Creators considered their calculations in contrast to SD, G, SF andyErugkzin
distinct arrangements of mind pictures. The exploratory outcomes exhibited the prevalent presentation of the
examined combination strategy to improve both accuracy and spatial goal essentially. Jin, Xin Et al. [13] a novel
picture combination strajy dependent on-BCNN, PSO and square picture preparing technique. As a rule, the
boundaries of $CNN are set physically, which is mind boggling and tedious and ordinarily causes
inconsistence. The boundaries 6PSENN are set by PSO calculation to @efthese weaknesses and improve
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combination execution. Initially, source pictures are partitioned into a fewneg@surement sutguares, and

afterward, spatial recurrence is determined as the trademark factor of thqusub to get the entire source

picture's CFM, and by this way the operand can be viably decreased. ARBNIS is utilized for the

examination of the CFM to get its OFG. Thirdly, the combined CFM will be got by the OFG. At last, the
combined picture will be recestructed as per the imtevined CFM and square guideline. In this cycle, the
boundaries of $CNN are set by PSO calculation to get the best combination impact. By CFM and square
strategy, the operand of the examined technique will be adequately decreased. The investigatitiva gew
multi-cent er picture combination calculation is more ef
calculations, and it demonstrates that the consequently boundaries setting strategy is viable too.

Gao Chen Et al. [14] Computational imagiassumes a significant part in clinical therapy for giving nferre
reachingclinical pictures. The melded clinical picture is gotten by the backwards HSV and NSST change,
progressively. The exploratory outcomes show that the examined plot is compliihi,can combine more

data into the last pictures than traditional techniques. The combined pictures created by the examined strategy
not just give the underlying data of CT and MRI pictures, yet in addition save the practical data of PET pictures.

It tends to be induced that the talked about plan is a successful multimodal clinical picture combination
technique, and the combination of at least three sorts of clinical pictures can give more data of human tissue
than customary strategies. The subsequegesn their examination is to zero in on the exhibition improvement

of multimodal clinical picture combination. This work essentially manages CT, MRI and PET cerebrum clinical
pictures.Kanmani, Madheswari Et al. [15] Multimodal clinical picture comtnnat a method that joins at least

two pictures into a solitary yield picture to improve the exactness of clinical finding. A NSCT picture
combination system that joins CT and MRI pictures is talked about. The talked about technique decays the
source pictees into low and high recurrence groups utilizing NSCT and the data across the groups are joined
utilizing weighted averaging combination rule. The loads are enhanced by PSO with a target work that mutually
expands the entropy and limits root mean squastake to give improved picture quality, which makes not

quite the same as existing combination techniques in NSCT area. The exhibition of the talked about combination
system is delineated utilizing five arrangements of CT and MRI pictures and diffeesnition measurements

show that the examined technique is profoundly productive and appropriate for clinical application in better
dynamic. Kong, Weiwei Et al. [16] Medical imaging sensors, for example, positron discharge tomography and
singlephoton emanéatn figured tomography, can give rich data, yet each has its natural downsides. Multimodal
sensor clinical picture combination turns into a viable arrangement. The central target of clinical imaging is to
extricate however much prevalent and correspondatg as could reasonably be expected from the source into

a solitary yield that can assume a basic part in clinical determination and clinical activities. A tale combination
strategy is introduced for multimodal sensor clinical pictures, in view of LDoimsanbsampled space. The
source clinical pi ct ur-recairreace and higlesutrenak supieturdés,dy mears of i nt o |
nonsubsampl ed plans. At t hgoups pre mefdéed, by a@n ladministaterf cglled LB.nt s 0 f
T he yomhihed picture is remade, through the reverse-sutmsampled plans, with all composite
coefycients. The exami ned combination techniqgue was
outcomes show that it is a considerably more clear and sudcssstegy than a portion of the cutthedge
strategies, regarding both abstract visual execution and target assessment results. Likewise, the exhibition of the
examined strategy was contrasted and that of two-smbsampled plans, specifically, nrsubsanpled
contourlet change and n@ubsampled shearlet change.

Kou, Liang Et al. [17] a technique named (RMLP is supportive of presented to combine&entdti pictures

that is caught by magnifying instrument. To begin with, the SMuodified-Laplacian is aplied to gauge the

focal point of multicenter pictures. At that point the thickndmsed district developing calculation is used to
section the engaged area veil of each picture. RMLP is obtuse toward clamor and can decreases the shading
contortion of tle intertwined pictures on two datasdt§. Weisheng Et al. [18] Image combination can give

more broad data since it joins at least two distinct pictures. Cloud model is an as of late examined hypothesis in

artiycial i nsi ght anng thé lmshazardness ang fluffindss. Coeéitorscpresest ia tovel i

mul ti modal clinical picture combination strategy by
histograms of information pictures utilizing the highe qu e st s p | i n eerward isHatey stretchdsy a n d
in accordance with the valley purpose of the ytted be

through the opposite cloud generator. At last, cloud thinking rules are intended to accomplish the combined
picture. Exyloratory outcomes exhibit that the combined pictures by talked about technique show more picture
subtleties and injury districts than existing strategies. The target picture quality evaluation measurements on the
intertwined pictures additionally show theedominance of the talked about strategy. Li, Yi Et al. [19] Medical
picture combination has pulled in much consideration lately, which expects to meld diverse clinical pictures into
a more educational and clearer one. The melded picture can assislisigagith diagnosing sicknesses quickly

and viably. Among various combination strategies, scanty portbagad picture combination is another idea

that has arisen in the course of recent years. Notwithstanding, theebigihence segments of leyoaland the
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high-recurrence segments of source pictures are gotten similarly, and scanty coefficients are tackled by a
minimization issue. Accordingly, it overlooks the connection between'srhighrrence parts of logoal and

the highrecurrence segments sburce pictures, and answers for the-st@ndard minimization issue. To
address these issues, Authors talked about another picture combination strategy dependent on histogram
comparability and mulisee weighted scanty portrayal. By presenting a histogramtitude, various loads are

allotted to the highecurrence parts of lowgoal and the highecurrence segments of source pictures to
productively bridle the reciprocal data. Furthermore, meager coefficients addressed by-stendatd
minimization issueare more precise. This method is additionally fused into clinical picture combination.
Exploratory outcomes show that the examined technique accomplishes best in class execution regarding both

visual quality and quantitative assessment measurement& Liu, Et al . [20] The wuse of D
of pixel-level picture combination has likewise arisen as a functioning point over the most recent three years. An

orderly survey of the Dibased pixel e v e | picture combinatignswrsumngp 8pf
fundament al di culties that exist in traditional pic
t hat DL can o er to address every one of t-hasesde i s s uc¢e

picture combination r@ looked into in detail. In excess of twelve as of late examined picture combination
strategies dependent on DL procedures including CNNs, CSR and SAEs are presented.

[ll. TRANSFORM FUNCTION & NEURAL NETWORK

Transform based function improved the quality of medical imagery fusion. The second categories of image
fusion methods are feature based, the transform function implied the process of feature extraction with
multiresolution coefficients in terms of higreffluency and lovirequency[7, 8, 9] The efficacy and efficiency

of transform function measure in terms of distortion and preservation of edge information is very high instead of
other methods. The mode of transform function selection is very difficultadgeality factor of function and
necessity oklgorithms[10]. The various authors reported in survey of medical image fusion in last two decade
mainly focus on wavelet transform methods. Despite of wavelet transform methods, authors used contourlet and
shearlet transform function. The different variants and derivates of wavelet transform in terms of energy and
entropy of information processing utilized the process of feature extrangtrodq15, 18]

(a) WAVELET TRANSFORMS

The wavelet transform is collgon of finite series of high frequency and low frequency. The processing of all
transform derives form mother wavelet transfi#in The mother wavelet transform provide the toasic

function as continuous and discrete. The nature of continuous andtaligeneerates continuous wavelet
transform (CWT) and discrete wavelet transform (DY¥0). The linearity and dimension of transform function
derivedfrom the length of signal that means M. the value of M decide the dimension of transform function in
terms & decomposition level. In case of ndinear processing of transform function, the value of 232 24]

The nature of medical imagery is discrete, now applied transform function is discrete wavelet transform (DWT)
with dimension 2. The major dominatedngmonent of discrete wavelet transform is texture feature coefficient.

The texture feature components is major dominated feature components of medical imagery data. the processing
and description of transform function is described here.

The discrete wavelgtansform process include high and low pass filter of a time series with-siwpling rate

2. The high pass filter [f(n)] is mother of discrete wavelet and low pass filter [h(n)] the mirror type of function.
The process of scaling function db4 shownigufe 2. The proceed product of high pass filter and low pass
filter is called approximate and detailed coefficients [16, 17, 18]. The process of seajifigg])] and wavelet
function [ "J¥¢)] both depends on high pass filter and low pass filtke represents of this as

~_~ TQ k7 ~
das =2702% 088888.(1)

0
rgos =2202 % 0V88888..(2)

The process of derivat-lyonjdef-1n2ké&8,-hJ=2DThkM,sZhpghé. , M
of signal

The decomposition process of waveleinsforms deals with approximate and details. The approximate part of
transform function is process of low frequency feature components of medical imagery and the detail part image
preserve in terms of high frequency. The process of approximate part fdett@mposes and measure three
components of features such as vertical components, horizontal components and diagonal components. Now the
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processing of wavelet transform function is called wavelet transform is a feature extractor. The processing of
featureextraction of wavelet transform function showrblowfigure[2, 21].

Image Level 1

Transformed

Figure 1: Wavelet transform process.

(b) CONTOURLET TRANSFORM

Some silent feature components of medical imagery cannot extract due to the nature of directional intensity.
Some silenfeatures such as edges, curves and contours, for these applied contourlet transform function. The
contourlet transform function is rich set of basic function of directional and sub band decom2®itibhe
formation of contourlet transform is compositi@f double filter bank, Laplacian pyramidal and directional

filter bank (DFB). These methods jointly called as pyramidal directional filter banks (FPZ8fB)

The processing of contourlet transform describe in two manners such-barglildecomposition dndirection
transform. The Laplacian pyramidal is applied to guttered the point discontinuities and directional filter bank is
used to link the point discontinuities into linear structure. The framework of contourlet transform function
shown inbelowfigure[22, 26]

Directional
Laplacian Filter

Pyramid Banks

Input

Figure 2: Contourlet transform process.
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(c) SHEARLET TRANSFORM

The shearlet transform function overcome the limitation of wavelet transform function. The formation and
generation of sharelet transform function based on affine systemcuiitiposite dilations. The principle of
composite dilations by Guo and Easley for wavelet transform.These transform function remove the bottleneck
problem of frequency selection low and high fugiegh 25] The process of sharelet transform resolved theissu

of fusion methods. The processing oéatet transform function shown inelowfigure.

Image

e

2
[] > Ta

Figure 3: Shearlet transform process.

The processing of feature extraction is major challenges in medical imagery fusion system. The diverse space of
transform fuigtion provides the better way to the extraction of feature with different level of transform function.
The major contribution in feature extraction process wavelet transform function provides in terms of different
variants such as DWT, LWT, and extendedram of contourlet transform and shearlettransf@sh

NEURAL NETWORK

The recognition and classification are sub variants of fusion of features. The process of medical imagery fusion
also depended on the process of artificial neural networkaffHieial neural network has great contribution for
enhancement of medical image fusion. Both the conventional and dynamic neural network model applied in
medical image fusion process. Some models of neural network describe here. The describe modeds of ne
network applied for the experimental anali8js

1. DEEP NEURAL NETWORK (DNN)

A deep neural network implied great potential in case of medical imagery fusion process. The processing of
image data influences the acceptability of deep neural networkse afaimage fusion. It is feedrwarded

artificial neural network with multiple layers between output and [2dlit The processing of hidden unit j, a
nonlinear action function f(.) is applied to map all inputs form the lower layer, Xj, to scale stat#i¢h then

transfer to upper layer,

@="Qu, 8888888 (1)
Were
%&QB,@D-@ﬁ 88888888 (2

And bj is the bias of unit j; | is the unit index of lower lay&¥gis the weight of connection between unit j and
unit i in the layer. Most of time chose the activation function f(.) to be a sigmoid function
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"QWQ 8888888888(3)

2. MULTI-LAYER PERCEPTRON (MLP)

MLP is a multilayer forwarded neural network traindyy BP method, this is mostly applied methods of
artificial neural network, due to efficiency of mapping process of input data. the MPL network consists of input
layer, hidden layer and output layer. The simple MLP with one hidden layer shown if&]gtitee processing

of each layer of MLP connected with weight threshold and transfer function to transfer data from front to back
to output layer. The processing of MLP work till time to achieve the desired output set by the hypothesis. If the
error value isnaximized, it calls training algorithm and set the desired oj@put

Input layer ~ Hidden layer =~ Output layer

Figure4: Show the layer connection of one hidden layer of MLP

3. SELFORGANIZED MAP NETWORK (SOM)

The SOM organizes unknown data into groups of similar patterns, accordingimailarity criterion (e.g.
Euclidean distance). Such networks can Learn to detect regularities and correlations in their input and adapt
their future responses to that input accordingly. An important feature of this neural network is its ability to
processoisy dat§?8]. The map preserves topological relationships between inputs in a way that neighbouring
inputs in the input space are mapped to neighbouring neurons in the mgi Bpacgraphical representation
illustrating the architecture of the SOMskown inbelowfigure.

Output

® ® @ Input

Figure5: Shows SOM architecture
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The SOM method follows two basic equations: matching and finding the winner neuron determined by the
minimum Euclidean distance to the input as (1), and the update of the Position of riesidnthe cluster as

2).

Q= mingw 0 Vg0 ééééé.l
OO+ 1 =0gkro +] 0 WO Ugpd @ Og

OO0+ 1 = 0go @O . (2)

Where, for time t, and a network with n neurons:

Qis the input.

0 ¢js theneighbourhoodof the winner, 1<N<n.

|is the gain sequence 0<U <1.

0-gW is any node weight,li<n.

Qg is the Euclidean distance.

4. CONVOLUTIONAL NEURAL NETWORK (CNN)

The CNN algorithm is part of Deep learning and very appropriate to classification of datgend signal data.

The multiple stage of CNN network defines the propagation of feature set of motor imagery EEG signals. The
design architecture of CNN is feedforwarded for the sequence of feature subset. The proposed CNN algorithm
along with ensemblelassifier and enhance the rate of classific§fioB8].

5. PULSE COUPLED NEURAL NETWORK (PCNN)

The processing of PCNN network simplified as in two section one is intersecting cortex model and other is
minimal system. The both the system procced in bettetnerafor the processing of image fusion. The
expression of network is definedasl12, 13, 14]

The derivation of ICM describe as

Gt + 1 =0t + "t O (G
1, e+ 1 >
0, o] ¢ VNDO)
—mp€ + 1 = Qe + Wxfe + 1]

“Ypis the stimulus;is the threshold of the neuraiag,is the output and) " Qand Qare scalars. The parameters

were reduced and the linking inputs were made uniform which resulted in another model knownLarskisg
model. The processing of PCNN detect the cell of cancer of breast.

(‘tﬂlé"'l =

The process of image fusion applied all these neural network models for the analysis of medical imagery fusion.
The process of neural network models works in the scenario afédstsed image fusion methods.

IV EXPERIMENTAL ANALYSIS

This section describes the process of experiment of the medical imagery fusion by using different transform
function such as DWT, contourlet transform and sharelet transform. These trafigfotimn applied for the

process of feature extraction. The process of image fusion done by the different neural network models such as
DNN, PCNN, CNN, SOM and MLR, 10, 21, 25, 26]The process of fusion used various types of medical
image such as CT, MR and PET. We obtain dataset from the  source
http://www.med.harvard.edu/AANLIB/home.htmThis medical image dataset contains different variety of
image for the process of fusion. The resolutioninedige is 512 and 256. MATLAB software is used for the
analysis of image fusion methods. For the evaluation of performance of these algorithm measure two parameters
such as peak to signal noise ratio (PSNR) and similiter measure index [$S1Mj]
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RESULT ANALYSIS

Dataset PSNR SSIM
Images DWTI[2] | ANNJ[8] | DNN[20] DWT- DWTI2] | ANN[8] | DNN[20] DWT-
ANNJ11] ANNJ11]

MRI_1 40.68 42.42 48.04 49.11 0.60 0.62 0.68 0.69
MRI_2 56.42 52.55 55.61 57.67 0.66 0.62 0.65 0.67
MRI_3 80.21 78.71 78.38 84.25 0.70 0.78 0.78 0.89
MRI_4 81.14 88.76 87.50 91.94 0.71 0.78 0.77 0.81
MRI_5 66.86 67.55 65.43 70.93 0.86 0.87 0.85 0.90
MRI_6 72.34 75.26 78.91 83.24 0.82 0.85 0.88 0.93
MRI_7 53.25 54.94 58.32 62.61 0.83 0.84 0.88 0.92
MRI_8 69.52 65.35 76.89 90.37 0.89 0.95 0.96 0.97
MRI_9 82.47 85.41 85.64 86.95 0.62 0.65 0.65 0.76

Table1l: Result analysis of different techniques DWT, ANN, DNN and DANN with given parameters
PSNR and SSIM.

PSNR DWT ®ANN ©DNN  mDWT-ANN
100

80

MRL.1 MRL2 MRL3 MRL_DOATAYRI IMAGEMRL6  MRL7 MRI.8  MRI9

6

o

PSNR

4

o

N
o

Figure6: Performancenalysis of PSNR using different approaches )RY,TANN[8], DNN[20] and DWT
ANN[11] techniques with MRI_1, MRI_2, MRI_3, MRI_4, MRI_5, MRI_6, MRI_7, MRI_8, MRI_9 dataset
images.
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SSIM12 mEDWT  mANN DNN = DWT-ANN

MRIL1 MRL2 MRL3 MRL4 MRL5 MRL6 MRL.7 MRL8 MRIO
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Figure7: Performance analysis of SSIM using different approa€h®3[2], ANN[8], DNN[20] and DWT
ANN[11] techniques with MRI_1, MRI_2, MRI_3, MRI_4, MRI_5, MRI_6, MRI_7, MRI_8, MRI_9 dataset
images.

V CONCLUSION & FUTURE WORK

To evaluate the performance of medical image fusion based on transform function and neural netdetsk m

The applied different models of neural network vary the results in terms of PSNR and SSIM. The variation of
results indicates the process of feature extraction methods contains the value of noise. The value of noise bluer
the fused image and degradée value of SSIM. In the neural network methods, CNN and PCNN perform very
well instead of other neural network models. CNN has supported the image processing methods in terms of
classification and recognition. The dynamic nature of PCNN models infigetie performance of medical

image fusion methods. The MLP neural network processing also produces beneficial fusion results, but the
increased value of the hidden layer increases the complexity of image fusion process. On the stand of
complexity, the MLPis also the right choice for medical image fusion. The effectiveness of neural network
models depends on the process of feature extraction methods. The Wasekttfeature extraction faces a
common problem of noise and mapping of low to high range @f. ddis problem creates a nfusion state

during the process of image fusion. This processing the value of the parameter is decreased in terms of PSNR
and SSIM. The better option of feature extraction process is contourlet transform and shearleitrdiefor
contourlet transform based feature extraction provides promising feature components for the image fusion
process. The shearlet transform also moves on the better feature extraction process for medical image fusion.
The experimental results show tlla¢ medical imagery fusion based on neural network models has more scope
for improvements in noise, selection of features and mapping of feature data. In future work in this direction for
the betterment of medical imagery fusion.
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