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ABSTRACT 

This paper aims to analyze the use of object detection in the field of wheat phenotyping and the components 

used inside it. Recently computer vision has started to play a pivotal role in agriculture, so the special emphasis 

has been given to the state-of-the-art object detection models to compare them against one another. The 

comparison of each algorithm is performed based on performance on a dataset known as GWHD and its Box 

AP and APS values on the benchmark dataset. The most efficient networks for object detection, comprising of a 

single-stage detector known as YOLO and a two-stage detector known as Faster R-CNN, have been studied, in 

general, and compared on many fronts to get an overall and comprehensive comparison.  

Keywords: 
Faster R-CNN, YOLO v4, YOLO v5, GWHD, wheat awns. 

 

Introduction 
 

The field of agriculture [1] has been gaining attention lately as it can be useful in genome 

mapping [2], another upcoming field where Artificial Intelligence [3] is playing a very crucial 

role. Plant phenotyping, although a subfield of agriculture, itself is an umbrella under which 

many sub-fields exist, like Postharvest [4], Development [5], Physiology [6], and Morphology 

[7]. All of the before mentioned fields cover all the domains in plant phenotyping, ranging from 

its health detection to counting organs to fruits. With the recent advancement in computer vision 

and neural networks, more improved solutions have been possible. Since it is a field that requires 

extensive research and is upcoming hence not much has been established and is still under 

research. New benchmarks are being set daily with the coming of new advancements, and this 

paper aims to use many such advanced techniques that were released recently to create robust 

models that can detect wheat heads accurately.  

 

One of the main reasons to detect wheat-heads is that it is one of the important crops that plays a 

pivotal role in feeding humans across the globe. Globally, wheat production was around 758.3 

million tonnes in 2020. 

  

Literature Review 

  

Since the paper is a combination of object detection and field of agriculture, many papers have 

been published by many renounced researchers.  

 

Yu Jiang et al. [8] in which there is abundant information that tells how to use CNN’s for 

understanding stress evaluations, plant development, and post-harvest quality assessment. There 

are different architectures presented that explain image segmentation, object detection. They even 

provide some SOTA solutions for certain phenotyping applications. 

 

Wu Wei et al. [9] proposed detection and enumeration of wheat grains based on a deep learning 

method under various scenarios and scales which gives us information about wheat grains. It 

states that the number of grains plays a pivotal role in determining yield. The authors use Faster 
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R- CNN to detect wheat grains with loss less than 0.5 and mAP:0.9. The detection time is quick, 

under 2 seconds. It is also robust to different backgrounds and different levels of grain crowding. 

 

Zhong-Qiu Zhao et al. [10] wrote about object detection with deep learning and it is discussed 

about the most popular object detection architectures along with their working. This paper also 

explains about application domains of object detection, two of which are face detection, 

pedestrian detection. Some algorithms that are discussed are R-CNN, Fast R-CNN, Faster-RCNN 

along with different feature extractors such as FPN, Single Feature Map etc. 

 

Ajeet Ram Pathak et al. [11] in the paper proposed an explanation about deep learning techniques 

that are used for object detection. Some of the SOTA algorithms are discussed in this paper. It 

also discusses some of the benchmark datasets used for object detection. The paper even explains 

different types of object detection methods: Deep Saliency Network, Adversarial Learning, Fine-

grained object detection. 

 

Cong Tang et al. [12] analyses object detection based on deep learning in the paper. It explains 

in-depth about real-time object detection. It also challenges present in the current circumstances 

and proposes solutions on how to improve techniques. 

 

Steven C.H. Hoi et al.[13] elaborates about recent advances in deep learning for object 

detection about a general introduction given to the object detection. Then the authors dwell 

into 3 major parts which are detection components, learning strategies, applications with 

benchmarks. Some of the components are feature learning, proposal generation, sampling 

strategies etc. At the end, the authors provide future directions on what more can be 

improved. 

 

Roman Solovyev et al. [14] proposed weighted box fusion for object detection models. The 

paper introduces a novel technique discussed known as weighted box fusion. Weighted box 

fusion has a better performance than NMS (non-max suppression) and NMS-soft. It works 

better when using ensemble methods. 

 

Barret Zoph et al. [15] discusses about data augmentation. Augmentations play a crucial in 

object detection. There were many experiments with and without augmentations to show 

accuracies of different detectors. It even explains why the model regularizes and ends with 

explanations of many different augmentations. 

 

Guotai Wang et al. [16]explains why using augmentations at test time helps in improving 

the robustness and accuracies of the models. There was an experiment conducted with MRI 

scans of fetal brains and brain tumors which provided better model-based uncertainty. 

 

Yukang Chen et al. [17] explains mosaic data augmentation. It is explained that mosaic 

augmentation works very well with small objects. It also helps in exploiting the loss in 

statistics and helps in scale balancing large and small objects. 
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Alexey Bochkovsky et al. [18] dwells deep on YOLOv4. The authors discuss how it is 

improved over YOLO v3 significantly over speed, accuracy and newer technology used. 

Many architectures were used in this paper which had different combinations of backbone, 

neck, and detector. Few of the backbones that were considered in this paper were 

CSPResNeXt50, CSPDarknet53, EfficientNet B3. Upon experimentation of all these 

backbones, CSPDarknet53 showed the best results. Upon this the SPP block (Spatial 

Pyramid Pooling) was used to separate out the most significant context features while 

maintaining the same inference speed. Instead of FPN, which is extremely popular the 

authors prefer PANet (Path Aggregation Network) [19] and the head used was YOLO v3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Architectural diagram of the proposed work 

 

Dataset 
 

Wheat heads are the main source of information for characteristics such as the presence of awns, 

health, maturity stage, and size. The heads are the main source of information for almost all the 

plants in nature. Over the years many models and methods have been developed for the detection 

and study of the high-resolution RGB wheat head images, but the main hindrance in further 

development has been the scarce and missing presence of a diverse dataset, as shown in Figure 2, 

that tests the methods on various fronts. High variability in genotypic differences, observational 

conditions, development stages, and head orientation are challenges that increase the complexity 

of the problem. Overlapping of the wheat heads in a concentrated environment and motion blur 

aggravate the problems. 
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GWHD[20] dataset helps to overcome such problems by providing diversity as well as quantity 

of well-labeled images. The collection of 190,000 labelled wheat heads in 4,700 high-resolution 

RGB images is assembled from several countries spanning across different continents around the 

world to encompass a wide range of genotypes. 

 

  

 

Figure 2.Diversified dataset 

 

Proposed Methods  

 

Pre-Processing phase 

 

The first phase is the pre-processing of the images and the data are given from the dataset, as 

shown in Figure 1 contains four main methods or components. Since it is important that the 

images are of good resolution and there is no inherent skewness in the dataset hence detailed and 

rigorous processes are undertaken to make sure the images of utmost quality are used. Apart from 

images we even need to focus on the bounding boxes given since the data is manually labelled 

and prone to errors. We will use few techniques, that are listed below, to eliminate those outliers.  

 

Box Pruning and Cleaning 

 

This step is done to remove images that are very blurry or have a very a smaller number of 

bounding boxes, as very little information can be extracted from them. From the selected images 

the x and y coordinates along with width (w) and height(h) of the bounding boxes are stored. 

Then x-center and y-center coordinates are calculated, which are the center coordinates of the box 

on the image, and stored which are used by the YOLO model for training. Bounding boxes whose 

area is between 40 and 130000 pixels are only taken into consideration because boxes outside 

these are either too small to interpret for the result or contain too many extra and unnecessary 

parts of the image except the awns. We even plot bounding boxes over images and manually try 

to find anomalies that have escaped the area filters. Five such bounding boxes were anomalous 

and were removed. 
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Train-Test split 
 

As we have 3373 images that make up the GWHD dataset we split the data in such a way so that 

the test set contains 400 images, and the rest of the images go into the training set. The training 

set is further divided into 3 stratified folds which contain 991 images each. 

 

 

Stratified folds 

 

As the dataset inherently contains data from different source countries, using stratification helps 

in the splitting of data in such a way so that all folds are equally balanced with diversified data. 

Hence consistency wise all the folds are very similar in nature and any inherent skewness in the 

dataset is also taken care of by making stratified folds based on the country (source) from which 

the image is taken. The dataset can be broken down into 3 folds containing 991 images each to 

accommodate the diversity of the dataset. During training, we will use the Out of Fold validation 

technique to have 3 different models. 

 

Augmentation 
 

To achieve higher accuracy and better detection, using images with different contrast levels, 

different brightness levels, rotations, flipping, etc. is done. These are the basic types of 

augmentation techniques and more advanced and effective techniques like CutOut[21], 

MixUp[22], Mosaic[23] are used to further improve the robustness of the model. Each 

augmentation is used with a certain probability so that all the images are different, and dataset is 

diverse. 

 

Basic Techniques 
 

These are simple techniques in which the image is rotated across planes, color and brightness are 

changed so as to consider corner cases in which the images might not be that clear and hence 

makes our models even more robust to real-time scenarios. 

 

Random Size Cropping  

 

This augmentation essentially is related to cropping. The algorithm randomly selects one part of 

the image depending on the size given as input and crops the rest of the image. This is useful as it 

crops the images, and a very concentrated part of the image is taken into consideration.This 

augmentation essentially is related to cropping. The algorithm randomly selects one part of the 

image depending on the size given as input and crops the rest of the image. This is useful as it 

crops the images and a very concentrated part of the image is taken into consideration. 

 

Hue Saturation 
 

This augmentation technique randomly changes the hue, saturation, and value of the input image. 

Ranges, that are between 0 and 255, are given as input for all the 3 categories and it randomly 

changes within the limit. 
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Random Brightness Contrast    

 

Brightness and contrast of the images are taken care of in this technique. Like the previous 

algorithm, brightness and contrast can be randomly changed within the specified limits. 

 

 

Converting images to Gray 

 

The input image is in the RGB format and hence contains a lot of noise throughout the 3 

channels. Making it monochrome helps in reducing the unwanted noise by reducing the channel 

count by 2 to 1. This is a very common technique as it is one of the most effective ways to reduce 

noise without losing the characteristics and the features of the image. 

 

Horizontal Flip 
 

This is a simple technique of increasing the size of the dataset by flipping the image horizontally 

by 180° to generate a mirror image of the input image in which the y-axis acts as a mirror. 

 

Vertical Flip 

 

This technique is a variation of the flipping algorithm in which the image is rotated vertically to 

generate a mirror image in which the x-axis acts like a mirror. 

 

Advanced Techniques 

 

These are newer and more effective sort of augmentation techniques in which different images 

are mixed or a part of the image is cut out. All of these makes the models even more robust as it 

makes the model learn to detect by only looking at a part of the whole and not the entire image. 

 

CutOut 
 

This augmentation technique is used to make the model robust to the problem of object 

occlusion. Often the object that is to be detected is covered by some other object hence not 

revealing the entire object and making it difficult for the model to detect it. In the technique, it 

randomly masks out square regions of input during training. This helps the model in regularizing 

and helps in improved learning of the objects. 

 

Mixup: 

 

It is a data augmentation technique that generates weighted combinations of random image pairs 

from the training data. Given two images and their ground truth labels: (xi, yi),(xj, yj), a synthetic 

training example (x̂,ŷ) is generated as: 

 

x̂=λ xi +(1−λ) xj                

ŷ=λ yi +(1−λ) yj               
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where λ∼Beta(α=0.2) is independently sampled for each augmented example. Advantages of 

using Mixup is that it is extremely good at regularizing models and is really fast as well. 

 

 

Mosaic 
 

This technique essentially combines 4 images into 1 based on predefined ratios. Hence it allows 

the models to learn to detect and identify objects at a smaller scale than usual. Figure 3 gives an 

illustration of this type of augmentation. 

 

 

 

Figure 4.Shows Mosaic augmentation where 4 image corners are taken and merged to form a 

new image. 

 

Training phase 

 

Faster RCNN 

 

The Faster R-CNN model, which is a 2-stage detector, is trained for 80 epochs for each fold using 

a custom LR scheduler which is built upon the LR scheduler known as Cosine Annealing Warm 

Restarts. Upon a lot of experimentation, it was found that this specific LR scheduler along with 

some tweaks produces accurate results with a lower number of epochs. After comparison of 

results using different backbones such as ResNet-50, ResNet-101[24], ResNeSt-101, ResNeXt-

101, it was found that ResNeSt-101 had the highest accuracy and took the least amount of time to 

train. As claimed by the authors ResNeSt outperforms Efficientnet[25] in terms of accuracy in 

image classification problems. It has also achieved good results on the benchmark datasets while 

serving as a backbone.  The below formula shows RPN loss function. 

 

𝐿  𝑝𝑖 ,  𝑡𝑖  =  
1

𝑁𝑐𝑙𝑠
 𝐿𝑐𝑙𝑠 𝑝𝑖 , 𝑝𝑖

∗ 

𝑖

𝜆 
1

𝑁𝑟𝑒𝑔
 𝑝𝑖

∗

𝑖

𝐿𝑟𝑒𝑔  𝑡𝑖 , 𝑡𝑖
∗  (3) 
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Moving on to some important parameters, the base learning rate used was 0.005, the optimizer 

used was SGD (Stochastic Gradient Descent) with a momentum of 0.9 and weight decay of 

0.0005. During the training stage bounding box regression loss (add formula), RPN box 

regression loss, best threshold, etc were tracked. These metrics provided a clear idea of when to 

stop the training. The training was done on 3 folds and all the 3 models were tested on the 400-

image test dataset. The accuracy of each model was around 0.69. On using Weighted Box Fusion 

for ensemble by giving higher weightage to the fold with maximum accuracy best score achieved 

on the ensemble was 0.71. 

 

Figure 4.Cosine Annealing learning rate scheduler. Further minute modifications have been 

adopted for each algorithm. 

 

 

YOLO 
 

Although there is no official paper on YOLO v5 it has few improvements over the YOLO v4 

version. The YOLO v4 algorithm had many new components in it which were described as Bag 

of Freebies and Bag of Specials by its authors. For the backbone, that is CSPDarknet-53[26], data 

augmentation was applied along with some advanced augmentations such as Mosaic and CutMix. 

In addition to this dropblock regularization[27] and class label smoothing was used in YOLO v4 

which were not present in the previous versions. Instead of using FPN (Feature Pyramid 

Network), which is used in many of the State-of-the-Art algorithms such as YOLO v3 and R-

CNN variants, the authors used PANet (Path Aggregation Network)because it can preserve 

spatial information accurately along with few more advantages. Figure 5 illustrates PANet 

architecture that is further subdivided into 4 different components. 

Few more components that were new in the YOLO v4 detector were CIOU loss (Complete 

Intersection over Union)[28], CmBN (Cross Mini-Batch Normalization)[29], self-adversarial 

training[30], cosine annealing scheduler as shown in Figure 4, etc. Apart from these the authors 

also proposed Bag of Specials which contains Mish activations, CSP (Cross Stage Partial)[31] 

connections, etc.  

However, the YOLO v4’s performance on custom datasets is not optimal. This might be because 

YOLO v4 uses anchors that are based on the Microsoft COCO dataset[32]. The YOLO v5 

algorithm tries to solve this issue by using a genetic algorithm that generates new anchors. In case 

if the pre-loaded anchors do not fit well with the custom data and fall below a certain matching 
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threshold, then YOLO v5 automatically starts training new anchors which fit well with the 

custom data at hand.  

 

As the GWHD dataset has bounding boxes that are small and crowded, YOLO v5 might have 

performed better by generating new anchors. Similar to Faster R-CNN the same folds using the 

same split were used to train 3 different models of YOLO v5. To improve the speed and to 

increase the batch size Nvidia Apex was used which incorporates mixed precision and 16-bit 

training. Some of the important hyperparameters were learning rate, which was 0.001, optimizer 

used was SGD (Stochastic Gradient Descent) along with a momentum of 0.937 and the weight 

decay was 0.0005. During the training stage, some important metrics were tracked which were 

GPU memory usage, Precision, Recall, mAP@.5, etc. The accuracy of each of the three models 

on the 400-image test dataset was around 0.70. Similar to Faster R-CNN the Fold-2 model 

produces lesser accuracy and the ensemble of all 3 folds produced the best accuracy of 0.719. 

These results were achieved by using TTA (Test Time Augmentation)[33] and hyperparameter 

tuning.  

 

 

Figure 5.PANet architecture over FPN is used in YOLO v4. 

 

 

Post Processing Techniques 

 

Post Processing Techniques play a very important role in analysing the formed bounding boxes 

and how can these be made more accurate. Techniques used are both manual and automatic in 

nature to achieve the highest possible degree of precision. 

 

Test Time Augmentation 

 

The purpose of Test Time Augmentation (TTA) is to perform random augmentations on the test 

images or performing pre-defined set of augmentations. Thus, instead of showing the regular, 

“clean” images, only once to the trained model, it will show the augmented images several times. 

This will help the model to create several sets of bounding boxes for one single image. All these 

sets of bounding boxes will be passed on to a technique called weighted box fusion, which 

ensembles all the predictions to give a final prediction. 

 

 

 

about:blank
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Weighted Box Fusion 

 

After training is done, multiple boxes are generated. All the generated boxes have a confidence 

value attached to them. In Weighted Box Fusion, all the predicted boxes are averaged using 

specific weights or ensembled to generate one single prediction box which is the most suitable 

and has the highest IoU (Intersection over Union) for the object. The threshold is set to consider 

only boxes that are predicted highly accurately by the model. It is an advanced method over the 

Non-Maximum Suppression (NMS)[34] method. 

 

 

Bounding Box Shrinking and Expanding 
 

This is a manual post-processing technique in which the predicted boxes are taken into 

consideration and then manually the boxes are either shrunk or expanded depending on what is 

the necessity in the majority of the cases. This method allows the user to manually assess results 

as well as help in increasing the accuracy of the model minutely. 

  

Results 

  

After thorough hyperparameter tuning on both the algorithms which are Faster R-CNN and 

YOLO v5 respectively, it was found that YOLO v5 has higher accuracy. One of the reasons why 

YOLO outperforms Faster R-CNNmight be because the GWHD dataset was labelled using a 

variant of YOLO. The results are evident for each fold from the Figure 6. In addition, from the 

Table 1 it is evident that Fold-2 had least accuracy for both the algorithms and an ensemble over 

3 folds produced the best results in each of the algorithm. The ensemble which is performed by 

Weighted Box Fusion [14] gives higher weightage to Fold 0 and Fold 1 as these both single 

models have better performance than Fold 2 single model. 

 

Table 1.Accuracy of different models on different folds. 

 

Algorithm Fold-0 Fold-1 Fold-2 Ensemble 

Faster R-CNN 0.6986 0.698 0.6931 0.7085 

YOLO v5 0.7106 0.7098 0.7057 0.7192 

 

Conclusion and Future Work 

 

Further modification of these models can be done to achieve higher accuracy. Apart from that, 

one can use these models to detect the amount of yield from a given image. One can even try to 

detect the continent from which the images come from. There are around 15 stages during the 

wheat growth process by compiling a dataset for each stage one can integrate it into this project 

to detect its stages which can help the farmers immensely by providing them in-depth 

information about how to grow the wheat efficiently at each stage. By using a drone, the farmers 

can even lookout for pests and diseases if any on the wheat heads. This can be relatively simple 

because the model will not detect heads that are infested with pests as it is not trained on that kind 

of data. So the number of heads detected will fall significantly indicating a threat to heads using 

this the farmers can delve deeper to find the root cause of the wheat heads. 
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Figure 6. Output of images for different folds.  
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