
Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 5, 2021, Pages. 4002 - 4013 

Received 15 April 2021; Accepted 05 May 2021.  

 

 

4002 

 
http://annalsofrscb.ro 

Deep Learning based Approach for Efficient Segmentation and Classification 

using VGGNet 16 for Tissue Analysis to Predict Colorectal Cancer 

                        
Vidhya.S 

1
, PG Student, Mrs. R.Shijitha 

2
, Assistant Professor 

 
1
Department of Biomedical Instrumentation Engineering, School of Engineering, Avinashilingam 

Institute for Home Science and Higher Education for Women, Coimbatore-641043. 
2
Department of Biomedical Instrumentation Engineering, School of Engineering, Avinashilingam 

Institute for Home Science and Higher Education for Women, Coimbatore-641043. 

 
1
Email: 19pem010@avinuty.ac.in , 

2
Email: shijitha_bmie@avinuty.ac.in   

 

Abstract— The pivotal strategy in a huge amount of image processing applications are to consider the significant 

features from the image data. In this, the interpretation, understanding, and description of the scene will be offered 

through machine. Image-dependent machine and deep learning mechanisms has shown expert-level accuracy recently in 

the classification of medical image. The images of tissue were segmented and classified to detect the tumor. In this paper, 

the effective technique for the segmentation and classification of tissue analysis image for the detection of colorectal 

tumor types by means of Microsatellite instability mutation status (MSImut) and microsatellite stable (MSS) data types 

were presented. In this study, K-Means based Morphological segmentation and deep learning based VGGNet 16 

classification is carried out to recognize the outcomes of colorectal cancer depending on the tissue analysis samples. 

Initially, the input image is pre-processed in order to remove excess noise present in the image. K-Means with 

morphological segmentation technique is applied for the execution of segmentation process effectively. Deep learning 

based VGG NET CNN was an algorithm that are well-established and is employed for classification. The performance 

analysis is carried out and the outcomes are compared with existing techniques to prove the effectiveness of proposed 

method.  

 

Index Terms—Medical image, Tissue analysis, tumor detection, deep learning mechanism, VGGNet 16, K-Means 

based Morphological segmentation, Microsatellite instability mutation status (MSImut) and microsatellite stable (MSS).  

I. INTRODUCTION 

In recent days, [1, 2] the growth of computer aid diagnosis (CAD) systems helps in the reduction of workload. Digital 

pathology continues to increase energy wide-reaching for diagnostic purposes. Nowadays, deep learning techniques were 

appeared to solve several medical image processing area problems [3].In recent years, the number of cancer cases has 

increased compared to previous years.  In primary stage of the tumor, it is difficult to recognize. Once it is diagnosed, the 

course of treatment like radiation, chemotherapy etc. can be planned but late diagnosis of tumor is fatal for the patients. 

Pathologists regularly investigate tissue slides over a microscope and make prognostic and diagnostic outcomes 

depending on the interpretation. The growing number of tissue slides, and the significance of this examination kind in 

both biological research and clinical medicine, create this visual approach a tedious one and unsuccessful. However, 

slides of computerized pathology might aid doctors produce more precise and faster diagnosis, and consists of the 

prospective to transform performance of current pathology prognosis and diagnosis. Immunohistochemistry (IHC) is 

regarded as the detecting targeted antigens (proteins) process in the tissue sections by means of labeled antibodies 

utilization of interactions over antibody-antigen. Biopsy is usually done once after the diagnosis of some irregularity with 

the use of ultrasound and mammography [4].  

 

In biopsy, a tissue sample is removed surgically to be examined. This can point out which type of cells is cancerous, and 

also the cancer type these were related to. Microscopy imaging biopsy samples data are complex in nature and large in 

size. Consequently, pathologists will face an increase in workload substantially for the diagnosis of histopathological 
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cancer. In recent days, [1, 2] the growth of computer aid diagnosis (CAD) systems helps in the reduction of workload. 

Digital pathology continues to increase energy wide-reaching for diagnostic purposes[5]. Nowadays, deep learning 

techniques were emerged to solve several problems in the medical image processing area. A classification technique for 

the image classification of breast cancer tissue was presented based on deep convolutional neural networks (CNN) [6].  

CNN is regarded as the better solution for solving [7] classification problems once the input is the data having high-

dimensional like imagery [8]. This network in turn “learns” to take out confined features from the images and for 

classifying the input in relation to the extracted features. The disease in IHC images diagnosis needs the identification of 

the nucleus which comprises of biomarkers that were positively stained.  

In the H-DAB-stained images the biomarker P53 might respond to the stain DAB and emerge brown systems were 

developed recently and efforts on considerable researches were being spend for further enhancement.  

In this paper, an approach for histology microscopy image analysis was presented for classification of colorectal cancer 

type. This approach utilizes image preprocessing, segmentation processed. And the image classification is done for tumor 

detection histology image classifier. 

 To propose the preprocessing technique to be used for enhancement of input image and to eradicate the noise 

present in the dataset image. 

 To segment the preprocessed image using K-Means with morphological segmentation. 

 To present classifier approach to separate the abnormal and normal stages based on deep learning technique 

VGGNet for tissue analysis to detect Microsatellite instability mutation status (MSI-mut) in colorectal tumors.   

 To estimate the performance of proposed system to prove the effectiveness of proposed scheme. 

Section II comprises of information regarding the tissue analysis for tumor segmentation, and detection methods for 

different scheme.  In section III, proposed methodology on tissue recognition is employed in a stage wise manner. Section 

IV provides information regarding the presented scheme outcomes on comparing several techniques.  In section V, 

general view on project and likewise more expansion information facts are presented. 

 

II. RELATED WORKS 

[9]expanded the algorithms of image processing that is, the Gaussian along with median filtering and the gradient 

filtering with the utilization of MATLAB 2016b, for segmenting the characteristics of surface that is, the pits and ridges 

present in the oral tissue SEM images of usual (13 samples) and the (36 samples) Oral Submucous Fibrosis (OSF) issue. 

Subsequent to the segmentation, measurement of quantitative parameters like region, textural and thickness features such 

as ridges range filter, entropy and contrast in addition to pit area and the ridge ratio area against pit area was prepared.  

[10]proposed an approach of two-stage for the computation of oral histological images at which the twelve layered deep 

convolutional neural networks (CNN) were employed on behalf of the constituent layer segmentation at the initial stage 

and at the second phase the keratin pixels were recognized from the keratin regions that were segmented with the use of 

texture-dependent (Gabor filter) feature that were trained random forests (RF).  

 

[11] presented a novel (CNN) based prearranged regression model that is exposed to be competent of handling moving 

cells, inhomogeneous environment noises, and huge variation in shapes and sizes. The projected technique only needs a 

few training images by means of weak observations (immediately one tick close to the middle of the item).  

[12]offered an indication occurrence of oral cancer, dissimilar kinds, and different techniques of diagnosis. As well, a 

short preamble was provided for several stages of immunoanalytical which in turn comprises the preparation of tissue 

image, microscopic image, and whole slide imaging analysis. The cancer therapy response might be monitored 

continuously for ensuring the treatment process effectiveness which in turn requires analytic outcome barely as rapid as 

probable for enhancing the patient care and quality. 

 

[13]aimed to take out the components of paraffin from the paraffin-integrated tissue of oral cancer spectrum by means of 

three multivariate analysis (MVA) techniques; Partial Least Squares (PLS), Independent Component - Partial Least 

Square (IC-PLS) and Independent Component Analysis (ICA). The anticipated components of paraffin were employed 

for eliminating the paraffin contribution from the spectrum of tissue. These three techniques were related by means of the 

efficacy of removing paraffin and the capability of retaining information of the tissue.  
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[14]projected the image processing analysis of the oral cancer, other oral disease, and oral potential malignant disorders 

with the use of optical instruments. The intention of this approach was to verify the optical instruments convenience in 

the oral screening. About 314 patients who were being screened at Tokyo Dental College with the use of optical 

instruments among 2014 and 2018 were taken up in this examination. The visualization of fluorescence images has been 

verified with the use of objective and subjective estimations. The subjective evaluation for the identification of oral 

cancer in turn provides sensitivity of about98.0% and specificity of about 43.2%. On concerning the intent estimation for 

the oral cancer identification, specificity and sensitivity were about 61.9% and 62.7% intended for the mean luminance, 

for luminance ratio it is 90.3% and 55.7%, on behalf of luminance standard deviation it was56.5% and 67.7%, in favor of 

luminance coefficient of variation it was around 72.5% and 85.4%. 

 

[15]presented a novel segmentation technique with the Gabor filter. The input image is being filtered in the course of a 

Gabor filters bank. The number of scales employed in the bank of filters constructing is automatically computed and 

adaptive depending on the image size. The Filtered output was considered as 2-d feature vectors. Also, PCA (principal 

component analysis) is carried out for reducing the dimensionality. As well, the primary principal component is 

employed as the feature image intended for further dispensation towards the segmentation. This image feature is specified 

as the both thresholding and K-means clustering input intended for the final segmentation. The different approaches 

outputs are related and the outcomes were estimated.  

 

[16]considered the HSI utilization as a tool for imaging the detection and analysis of cancer. The fundamental ideas 

connected to this knowledge are comprehensive. The most applicable, high-tech study that be capable of be establish in 

the writing by HSI for the analysis of cancer were summarized and presented, together ex-vivo and in-vivo. Finally, the 

current limitations of this technology were discussed in the cancer detection field, mutually with a number of into 

probable future insights steps in the technology development. 

 

[17]evaluated and presented novel automatic technique intended for diagnosis of OSCC with the use of deep learning 

technology on the CLE images. The technique is related in opposition to the textural feature-dependent approaches of 

machine learning which in turn signifies the present state of the art. On behalf of this approach, CLE sequences of images 

(7894 images) from the patients were diagnosed by means of OSCC that were attained from four desired locations at the 

oral cavity which comprises OSCC lesions. The current technique is created to break the traditional recognition of CLE 

image by means of region underneath the curve of 0.96 about and88.3% mean accuracy of (86.6%sensitivity, 

90%specificity). 

 

[18] employed a technique of Meta-Learning (ML) for learning like Boosting and Bagging on the RS data. Furthermore, 

tumor tissue and the normal one class classification was employed through (Linear Discriminant Analysis), QDA 

(Quadratic Discriminant Analysis) and AdaBoost (Adaptive Boosting) classifiers. The current learning intends at the RS 

data examining through entire 110 samples, together with53 normal ones and57 tumors. 

 

[19] stated a approach of deep learning for the visual analysis and automatic detection of tissue regions invasive ductal 

carcinoma (IDC) in whole slide images (WSI) of the breast cancer (BCa). Deep learning approaches are methods of 

learn-from-data which involves modeling of computational learning process. This technique was related to the way of 

human brain working with the use of diverse understanding layers or levels of most useful and representative features 

resulting from the representation of learned hierarchical depiction. 

 

[20]projected a SVM and Deep Boltzmann Machine (DBM) fusion classification intended for classifying and learning the 

normal tissue and post - and pre -cancerous tissue as of the hyper spectral imaging. The varied pixel as of environment is 

predictable for cancerous area recognition. The consequence of a hypercube patient was offered intended for the deep 

learning technique validation probability of pixel-wise map cancerous and typical healthy tissues on the hyper spectral 

imaging.    
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III. PROPOSED WORK 

This section offers the detailed explanation of the proposed mechanism. The flow diagram of the proposed mechanism is 

shown below in figure 1.  

 

Figure 1 flow of the proposed mechanism 

A. Preprocessing 

Initially, the input image is pre-processed in order to remove excess noise present in the image. The presence of noise 

will affect the overall quality of image. Thus, to enhance the quality of image and to get better result on further 

processing of image, pre-processing is done. Once after the acquisition of image, the image is being preprocessed. 

Generally, preprocessing f the image is done to get rid of the excess noise present in the image and to correct the blurred 

portion of the image attained from the input dataset. The grayscale image and filtering enhancement is done in this step so 

as to attain the enhanced portion of the image. Also, the tinkling effect is made to acquire the enhanced and clearer image 

greatly for the supposed reason. The filter that is employed in this stage is a high-pass filter, however as this approach is 

working with image samples that are required for the purpose of medical research. The high-pass filter is obliged to be 

conceded with a mask for a better image; in the direction of accomplishing this sobel operator is employed. 

B. K-Means with Morphological segmentation 

Segmentation is the process of partitioning a digital image into multiple segments (sets of pixels, also known as image 

objects). Image segmentation is typically used to locate objects and boundaries (lines, curves, etc.). This subsection is 

envisioned to deliver a transitory overview on the K-Means with morphological segmentation technique. In this stage, we 

apply the k-means algorithm for executing effective segmentation process. It has the feature of k-means segmentation 

therefore can provide better performance than other technique. The K-means algorithm is used to process the vagueness 

of information. The notions of lower and upper approximation of rough sets are the vital ones for k-means clustering 
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algorithms. A calculation of the centroids of clusters expects to be improved to add the effectiveness of lower as well as 

upper bounds. 

The morphological operation depends on the morphological features of the image. Dilation and Erosion were the two 

fundamental morphological operations employed commonly. The dilation is employed for the purpose of dilating the 

image size, whereas, erosion is employed for shrinking the image size. The detection of edge depends on the level of 

intensity. At the time of morphological operation, detection of edge is simple and easy having greater level of 

segmentation outcome. The altering level of image intensity was employed for the detection of edge. In the 

morphological operation erosion and dilation are employed commonly for the reconstruction and enhancement of image.  

Steps followed for the morphological segmentation are as follows: 

(i) Read input image as the input from the database. 

(ii) Input image is then attained through the application of Threshold T, so that  

T (b, c) =  

 
𝑤𝑒𝑟𝑒, 𝑔 𝑐, 𝑑 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑒𝑠 𝑡𝑒 𝑔𝑟𝑒𝑦 𝑠𝑎𝑐𝑙𝑒 𝑜𝑟 

𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑓 𝑡𝑒 𝑖𝑚𝑎𝑔𝑒
0,𝑂𝑡𝑒𝑟𝑤𝑖𝑠𝑒

1,𝑔(𝑐 ,𝑑)≥𝑇

 (1) 

(iii) On the binary image, apply erosion having appropriate element of structuring and the resultant image is termed as the 

image that is eroded. 

B●C = (B⊕ C) C                                                                   (2) 

Where, B illustrates the image that are binary and C is the structuring factor.  

iv. On applying dilation,  

BοC = (B⊕C) C                                                                    (3) 

Where, C illustrates the image that are binary, and C signifies the structuring element.   

v. Generate ROI of colorectal Tumor tissue area. 

Here the process can be repeated until all the tissue areas can be properly segmented. 

C. Deep Learning based VGGNet for classification: 

Then the level of the tissue for colorectal tumor analysis (whether it’s in mild or in abnormal stage) has to be identified 

whether the stage is mild, moderate, or otherwise severe after extracting the characteristics. Deep learning based VGG 

NET CNN was a algorithm that are well-established, was used here in this classification. This is a method for pre-trained 

convolution. In this case, CNN entitles an assessment of discrepancies between one or two objective variables and one or 

both of them. The VGG NET CNN provides chances and utilizes a plan. Statistical distributions are usable. CNN first 

reads and resized the picture and then measures the class likelihood in the rating phase. CNN marks a significant advance 

in the identification and analysis of images.  

An Improved Residual VGG NET CNN technique ordered in the form of these layers. 

 ReLU layers 

 Convolutional layers 

 Pooling layers 

 a Fully connected layer 

CNNs have finite pre-processing measures when considering other image classification algorithms. This CNN must be 

used for various purposes in various fields. 

a) Convolution layer 

The main purpose of this method is to focus on data’s in the images. The coding layer is the main phase of CNN 

consistently. This approach detects the input image functions and generates the map. 

b) ReLU layer 

A simple straightforward layer of units is the next step to a convolution layer. In order to improve nonlinearity within the 

network, the application method was introduced on such feature charts. Negative values are deleted rapidly here. 

c) Pooling layer: 

The cycle of pooling reduces the input scale gradually. The phase of pooling reduces the fit. For the number of needed 

parameters increasing, the appropriate parameters are easily shown. 

d) Flattening layer 

It's a really simple move by flattening the polled feature map in the sequential column statistics. 

e) Fully connected layer 
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These are the characteristics that can be associated with the properties. With the enormous percentage inaccuracy, the 

classification process is finalized. The error is monitored and noted primarily. 

d) Softmax 

Softmax used in neural grids to map unregulated network operation to a probability distribution of predicted output 

classes. The Softmax has been used for several problems in diverse fields of analysis. The Decimal chance means 1.0. 

Take the differences corresponding to Softmax 

 Complete Softmax is the Softmax which is capable of estimating a probability for each class imaginable. 

 In the unspecified case of negative identities, Softmax estimates a chance for all valid identities. 

This CNN makes it possible to measure a discrepancy between one or more of the various variables. CNN measures the 

chances and the work. It is what has been accrued. In this method, CNN will first interpret, redistribute, and then 

calculate the class likelihood of the image. 

F = det q − k  classify  N  
2
                                            (4) 

Where F is the feature, q is the pointed feature,β1β2 are the classified features. These are to be declared as 

 det q = β1β2                                                            (5) 

classify q = β1β2                                                      (6)  

The CNN classification was concluded as 

F=β1β2 − V β1+ β2 
2                                                (7) 

Where V is the empirical constant. 

 

Pseudo code (VGGNET CNN classification) 

 

Input:   Enhancement image 𝐹𝑖𝑚  

Output: filtered image 𝐹𝑐  

Initialize the layers of network 

Initialize trained features 

Initialize label 

Train label =70% 

Test label =30% 

Lab=single (label) 

For ii=1: length (Lab) 

       Class= Evaluate (label== Lab (ii)) 

         Train cut=length (class)-traincut 

           Train data= [train data; train features; class(1: Train cut)] 

                Predict labels=classify (net, train data) 

End 

End 

For ii=1: size (traindata,1) 

     Train data=[train data; train features; class(1: Train cut)] 

End 

For ii=1: size (trainfeatures,1) 

       Train data= [train features; train features; class(1: Train cut)] 

End 

 

 

IV. PERFORMANCE ANALYSIS 

The performance analysis of the proposed system is deliberated in this section. Figure 2 signifies the input oral carcinoma 

image and figure 3 depicts the segmented image.  

A. Performance outcomes for data type MSImut 

The performance analysis is made with the dataset MSImut and the outcomes attained were illustrated in this section.  
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Figure 2 Input image 

 

 
Figure 3 Filtered image 

 
Figure 4 masked image 

 



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 5, 2021, Pages. 1105 - 1112 

Received 15 April 2021; Accepted 05 May 2021. 

 

 

 

4009 

 
http://annalsofrscb.ro 

 
 

Figure 5 segmented image 

 
Figure 6 output of disease 

 

 
Figure 7 Train set confusion matrix 

Figure 1 is the representation of input image, figure 2 shows the filtered image, grey scale converted image in figure 4 

and the segmented image in figure 5. The output of the disease is shown in figure 6. The training set confusion matrix is 

estimated and is shown in figure 7. 

 
Figure 8 comparative analysis of proposed and existing system 



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 5, 2021, Pages. 1105 - 1112 

Received 15 April 2021; Accepted 05 May 2021. 

 

 

 

4010 

 
http://annalsofrscb.ro 

Figure 8 is the representation of comparative analysis of the proposed and existing techniques. The analysis shows that 

the proposed system is better on comparing existing one.  

B. Performance outcomes for data type MSS 

The performance analysis is made with the dataset MSS and the outcomes attained were illustrated in this section. Figure 

9 is the representation of input image, figure 10 shows the filtered image, grey scale converted image in figure 11 and the 

segmented image in figure 12. The output of the disease is shown in figure 13. The training set confusion matrix is 

estimated and is shown in figure 14. 

 
Figure 9 Input image 

 
Figure 10 Filtered image 
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Figure 11 masked image 

 
Figure 12 segmented image 

 
Figure 13 output of disease 

 
Figure 14 comparative analysis of proposed and existing system 
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Figure 14 is the representation of comparative analysis of the proposed and existing techniques. The analysis shows that 

the proposed system is better on comparing existing one.  

 

V. CONCLUSION  

In this approach, the tissue images were analysed to predict the colorectal tumor by means of effective segmentation and 

classification of input images. The input images from two data types MSImut and MSS were preprocessed initially, and 

are segmented with the use of K-means based Morphological segmentation technique. The segmented outcome is then 

classified with the use of VGGNet 16 classifier which was an effective deep learning technique to predict the tumor 

region in a more accurate manner. The performance of the presented technique is estimated through MATLAB 

environment. The attained outcomes are illustrated and were compared with existing techniques to prove the 

effectiveness of proposed strategy. The performance is estimated in terms of accuracy, sensitivity, specificity, precision, 

recall, and F-Measure. From the analysis, it was evident that the presented technique is better on comparing the 

traditional methodologies. 
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