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ABSTRACT 

Breast cancer (BC) is one among the disease occur in women through the globe. Early Diagnosis of the cancer, on the other hand, 

will save lives. Radiologists can tell whether the mammography scans show cancer or not, but they can fail 15% of the time. We 

suggest a new approach for detecting breast cancer with high precision in this article. Data mining techniques had a major role to 

play in the initialstage diagnosis of breast cancer. We suggest an approach in this paper for improving the accuracy and efficiency 

of the classifiers Decision Tree (J48), Naive Bayes (NB), and Sequential Minimal Optimization (SMO).The proposed approach 

uses two benchmark datasets to test and compare the classifiers: Wisconsin Breast Cancer (WBC) and Breast Cancer dataset. 

Considering that, the probability of instances belonging to the majority class is significantly high; algorithms are far more likely 

to assign unique findings to the majority class during the classification process. In this paper, we discuss such a dilemma. We use 

the data-level methodology that involves data resampling to minimize the impact of class imbalance. 10fold cross-validation is 

used to assess the results. The outcome of the models such as Precision, Recall, ROC curve, Standard Deviation (STD), and 

accuracy are used to evaluate the performance. Experimentations reveal that applying a resample filter improves the accuracy of 

the classifier, with SMO outperforms other classifiers in the WBC dataset whereas J48 outperforms the rest in the Breast Cancer 

dataset. 
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Introduction 
 

BC is the primary reason of death among women in the world even with lot of advancements in 

technology. Women in the United States are predictable to be diagnosed with 268,600 new 

aggressive cases of BC and 62,930 new non-aggressive cases of BC. The easiest way to improve 

the chances of recovery and survival is to catch cancer early. With encouraging results, data 

mining has become a mainstream tool for information discovery in all domains like marketing, 

social science, economics, and medicine.Numerous machine learning techniques for BC 

classification and its prediction have been evolved over the last few decades [5–7].The process of 

classification isbasically categorized into three phases: pre-processing, Feature extraction, and 

classification. Preprocessing mammography films improves illumination of peripheral areas and 

strength distribution, which helps with perception and examination [8, 9]. Many approaches have 

been published to aid with this phase. Feature Extraction helps in the distinction of benign and 

malignant tumours,which is an important step in the diagnosis of breast cancer. Later, the 

properties of image such as unevenness, smoothness, regularity and depth are removed using 

segmentation [10]. 

 

The images are turned in to new form by using the pixel intensity differences and several 

transform-based texture analysis techniques .Wavelet transforms [11], FFT(Fast Fourier 

transform)[12], GT(Gabor Transforms) [13], and SVD(Singular Value Decomposition) [14] is 

some of the most commonly used techniques. PCA(Principal Component Analysis)[15] is used 

for dimensionality reduction of feature representations. 
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Many studies have tried to use machine learning algorithms (Maarlin&Marimuthu et al.)to 

automate breast cancer detection. Malek et al. [16], for example, suggested a system that 

combines fuzzy logic and wavelet  feature extraction . Sun et al. [17] explored the issue by 

contrasting the function selection approaches. Zheng et al. [18] used a K-means and SVM to 

diagnose breast cancer. Several studies were done on clustering and grouping [7]. Alikovi and 

Subasi [19] proposed a genetic algorithm for feature extraction and classifier.Bannaie performed 

research [20] using the dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) 

method, the related data are extracted. Also they focused more on preprocessing. 

Hyperparameters are those that cannot be planned straight from the data, according to Kuhn and 

Johnson [21]. To get the optimal value from an algorithm, certain model parameters must usually 

be tweaked. Since there is no statistical method for determining the appropriate learning rate in a 

neural network, and certain SVM parameters must be specified manually. As a result, any 

potential model's final tuning parameters are yet to be determined. 

 

Machine Learning (ML) is now in such high demand that it is being offered as a commodity. 

Unfortunately, machine learning remains a high-barrier environment that always necessitates 

expert expertise. The phases preprocessing, feature identification, and classification requires good 

skills and experience to design an efficient ML model. In any of the proposed model, the methods 

and parameters used in the pre-processing and classification stages are spontaneously specified. 

The specialist in ML selects the best methodology for the current problem area. Non-machine 

learning researchers, on the other hand, devote a significant amount of time optimizing their 

proposed models and achieving the desired results.Multiple classifier algorithms have recently 

been introduced to medical datasets in order to do statistical processing on patients and their 

medical diagnoses. For instance, machine learning methods may be used to determine tumors 

activity in patients with breast cancer. One issue is that the training data has a class imbalance, 

with the likelihood of not developing this disorder being greater than the probability of having it. 

This paper compares the precision of three distinct classifiers: J48, NB, and SMO when it comes 

to detecting breast cancer. Our goal is to improve the classifier's output by preparing the dataset 

by recommending a suitable approach for managing the imbalanced dataset and missing values.  

 

The main goal of this paper is to suggest a simple approach for detecting BC. This paper 

examines existing cancer detection models in depth and reports on the exceptionally reliable and 

effective outcomes. The paper is structured into four parts. Section 2 presents the literature and 

recent works. The suggested approach is detailed in Section 3. Section 4 presents the findings and 

discussions. When compared to other models, the presented findings have proven to be reliable 

and effective. 
  

Literature Review 

 

Several researchers have used ML(Machine Learning) algorithms on various healthcare databases 

to identify BC in recent years. The outcome of the algorithms is good, which encouraged many 

researchersto use them to solve difficult problems. With an accuracy of nearly 88%, a CNN was 

used to predict and diagnose the invasive ductal carcinoma in BC photos. Furthermore, it is 

commonly used in the health care community to forecast and diagnose abnormal occurrences in 

order to get a greater understanding of conditions that are incurable, like cancer. Table 1 contains 

a set of several studies relevant to this procedure. 
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Table 1.Comparison of the various ML algorithms used for BC 

Title of the paper Datasets Algorithm 

Used 

Observation 

Silva J et al [3] Breast 

Cancer(BC) 

GRNN,J48 

,NB, SVM 

classifiers  

Accuracy for GRNN , 

J48 is 91% 

NB & SVM: 89% 

Ojha Uet al[4] WPBC Classification: 

KNN, SVM, 

NB and C5.0, 

Clustering: K-

means, EM, 

PAM and 

Fuzzymeans 

 

Classification 

Accuracy is superior  

than clustering,  

A. J. Cruz et al[5] WPBM NB, C4.5, 

SVM 

Accuracy for NB is 

67.17%, C4.5 is  

73.73%, and SVM is 

75.75% 

G. Valvanoet al[6] WBC KNN,NB,SVM 

and  C4.5 

classifiers 

SVM performs better 

than the other 

classifiers and the 

accuracy is 97.13% 

SVM is superior to NB 

and Ensemble 

methods. 
M. F. Akayet al[7] WDBC NB, SVM and 

Ensemble 

methods 

Accuracy for SVM 

is98.5%,   

Accuracy for NB and  

Ensemble is  97.3% 

D. NarainPonrajet al[8] WDBC NB, J48 Accuracy for NB is 

97.51%,  

Accuracy for J48is 

96.5% 

A. P. Charateet al[9] Breast Cancer(BC) J48, MLP and 

Rough set 

Accuracy for J48 is  

79.97%, Accuracy for 

MLP is  75.35%, 

Accuracy for Rough 

set is 71.36% 

P. Salembieret al[10] WBC SMO, IBK and  

BF Tree 

Accuracy for SMO is 

96.19%, Accuracy for 

IBK: 95.90%, 

Accuracy for BF Tree 

is  95.46% 

In all the above comparison of algorithms only the methods are used with the parameter 

specifications. It gives better results. To improve the BCprediction we use resample filters 

https://link.springer.com/chapter/10.1007/978-981-15-7205-0_10#CR6
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repeatedly in our proposed work. 

      

Methodology 
 

The datasets consideredin this study are prone to the missing values and imbalanced data, a 

significant portion of the analysis is done in pre-processing to improve the efficiency of the 

classifier. During preprocessing, the missing values and imbalanced data will be 

managed.Instances with missing values are omitted to handle the missing attributes. The training 

data balance must be adjusted to solve the imbalance issue. The data is rebalanced artificially by 

using the resample filter.After that, 10fold cross validation is used, followed by a comparison of 

these three classifiers. The detailed explanation of the steps involved in the training phase is 

given in the next subsections and the process is depicted in the Fig.1. 

Preprocessing Phase 

Initially the discretize filter is used to discretize the data and then it removes the missing values 

in the dataset. In order to sustain the distribution of class in the subsample and bias to attain 

uniform distribution, the resample filter is used to resample the instances. After that 10fold 

cross validation was applied. And then experimentation is done by using the NB, SMO and J48 

classifiers that is explained in Figure.1 

Training & Classification phase 

After the preprocessing step, 10fold cross validation is used to reduce the bias occurred during 

random sampling in the training outcomes. The dataset is uniformly divided into K equivalent 

subsets and K times the model is learned and validated, by using k-fold cross validation. For 

everyiteration, one subset is considered as validation data for evaluation of model while the left 

behind k1 subgroups are considered as training data. The algorithms used are: a DT based J48 

algorithm, SMO andNB. The NB is completely a Bayes rule-based probabilistic classifier. It 

works by calculating the probability of each and every class for which it checks whether a given 

instance is a member or not. The formula is  

 

𝑃 𝑐 𝑥 =  
𝑃 𝑥 𝑐 𝑃(𝑐)

𝑃(𝑥)
                                   (1) 

whereP(c|x) represents posterior probability, P(c) represents the class prior probability, 

P(x|c) represents the likelihood and P(x)  represents  the predictor prior probability. 

 

The J48 algorithm operates by dividing every single data attribute into reduced datasets mainly to 

analyze differences in entropy. It's a better and more advanced clone of C4.5.Consider, X denotes 

attribute, P denotes the element and j denotes the position of element X. Then the   entropy is  

calculated using the formula given below. 

𝑌 𝑋 =  𝑃𝑗

𝑘

𝑗=1

log2

1

𝑃𝑗
                                        (2) 

If the obtained value Y(X) is larger, it means that the X is more random and smaller means less 

random.For training a help vector classifier, the SMO uses Platt’s sequential minimal 

optimization algorithm. This implementation removes all the missing values entirely and the 
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nominal attributes are converted to binary attributes. 

 

 
 Figure 1.Steps involved in processing 

 

Basically, it also normalizes all attributes. Let us assume the binary classification problem,  

(x1, y1), ..., (xn, yn), 

where xi  - input vector , yi ∈ {-1, 1} is a binary label. The quadratic programming problem is 

solved using SVM, is given as: 

𝐦𝐚𝐱∝ ∝𝒊
𝒏
𝒊=𝟏  −  

𝟏

𝟐
  𝒚𝒊𝒚𝒋𝑲(𝒙𝒊,𝒙𝒋) ∝𝒊∝𝒋                                      (𝟑)

𝒏
𝒋=𝟏

𝒏
𝒊=𝟏  

With respect to : 

0 ≤ 𝛼𝑖≤ C  fori-={1,2.3.4……n} 

 𝑦𝑖𝛼𝑖

𝑛

𝑖=1

= 0                                                       (4) 

where C denotes  SVM parameter and K(xi, xj)  denotes  the kernel function.  

Performance Evaluation Criteria 

To test all of the classifiers in this analysis, we used five output measures:ROC curve, Standard 

Deviation(SD), and precision, Recall and F-measure. The formula for Accuracy, Precision , 

Recall and F1 measure is: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(TP + TN)

(TP + TN + FP + FN)
               (5) 

 

https://en.wikipedia.org/wiki/Kernel_function
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  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                        (6) 

  𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                             (7) 

 

𝐹1 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
         (8) 

where TP is True Positive, TN is True Negative, FP is False Positive and FN is False Negative. 

The performance measure values are shown for the Breast cancer dataset and WBC dataset by 

using the three ML algorithms J48, Naïve Bayes and SMO are given in table 2 and table 4. 

Experimental Results 

First, without using any pre-processing methods, the classification algorithms are tested on the 

WBC and BC datasets. The highest results were obtained in the BC dataset tested by J48 

algorithm is  75.52%, and in  WBC dataset tested by SMO  algorithm is 96.99 %.Following that, 

accuracy improves to 98.20 % in  J48 with respect to  BC dataset and 99.56 % in SMO with 

respect to WBC dataset after applying pre-processing techniques. 

 

Datasets 

The datasets experimented in the proposed work are available at the University of California, 

Irvine (UCI) Machine Learning Repository. 

 

WBC Dataset 

There are 699 instances and 11 attributes in the WBC dataset, including 458 benign and 241 

malignant occurrences. For almost 16 records present in the WBC, the significance of the 

attribute (Bare Nuclei) status is not there. As a result, data pre-processing is critical for this 

dataset, as it requires us to handle both uneven data and lost values. 

 

Breast Cancer Dataset 
A graphical image of a BCis taken to create the function in this dataset. The prognosis is recorded 

in the goal feature (Malignant or Benign). Itconsistsof 286 instances and 10 attributes.Also it has 

201 non-recurrence events and 85 recurrence events. The values of some of the attribute status 

are missing in the eight documents of BC dataset. 

Experimental Results with BC Dataset 

At First, the proposed classifiers are put to the test on real-world results (without any pre-

processing). The findings reveal that J48 has the highest accuracy of 75.52 %, while NB and 

SMO have accuracy of 71.67 % and 69.58%. Following that, a discretization filter is used to 

delete records with missing values, and the following is how the performance changed with the 

classifier. For J48, the  accuracyis 74.82 %, NB is 75.53 %, and SMOis 72.66 %. The resample 

filter was then used seven times. As seen in Table 2, the classifiers' performance has increased 

and been strengthened. 
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Table 2.Accuracy for BC Dataset 

Experiment Steps J48 % 
Naive Bayes 

% 
SMO  in % 

Original without pre-processing 75.52 71.67 69.58 

 

After discretization &eliminating 

missing values 

74.82 75.53 72.66 

 

Apply resample filter (1
st
 iteration) 

79.49 77.33 80.93 

 

Apply resample filter (2
nd

 iteration) 
81.65 78.05 80.57 

 

Apply resample filter (3
rd

 iteration) 
87.41 78.41 82.73 

 

Apply resample filter (4
th

 iteration) 
92.08 77.69 88.84 

 

Apply resample filter (5
th

 iteration) 
95.68 79.13 91.72 

 

Apply resample filter (6
th 

iteration) 
97.48 79.85 95.68 

 

Apply resample filter (7
th

 iteration) 
98.20 76.61 95.32 

 
 

From Table 2 that the more resample filters we use, the better the accuracy. This is because of the 

unbalanced data and there by applying filter helps to sustain the class distribution. With a score of 

98.20%, J48 outperforms the competition in the BC dataset. The accuracy metrics of J48 

classifier along with the Roc curve are represented in the Figure 2. 

 

 
 

Figure 2.ROC curve for J48 classifier (Breast Cancer Dataset) 

 

We equate the obtained findings with the analysis proposed in [9] to assess the success of the 

proposed model. The model's output is evaluated using the J48 algorithm. According to the 

findings, the proposed model attains better precision as compared to other classifiers. It is due to 

the use of resample filter in preprocessing rather than the feature selection strategy employed in 

[9], as seen in Table 3. 
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Table 3.Performance measure values for J48, Naïve Bayes and SMO for the BC dataset 

ML       Classifier Precision Recall F-Measure 
ROC 

Curve 
STD 

J48 0.9358 0.9572 0.9611 0.986 0.2220 

Naïve Bayes 0.8924 0.9011 0.9411 0.936 0.3542 

SMO 0.9134 0.9281 0.9562 0.976 0.1254 

 

 Experiment Using the WBC Dataset 

The WBC dataset was subjected to the same tests. Both algorithms have better classification 

accuracy when pre-processing techniques are used. The usage of resample filter many times 

increases the classification performance. The SMO classifier performance is measured as 99.56% 

when compared to NB which is 99.12 % and J48 which is 99.24 % .With 99.56% in the WBC 

dataset, SMO outperformed the competition. Table 6 shows the accuracy tests for the SMO 

classifier. 

Table 4.Accuracy for WBC Dataset 

Experiment Steps J48 % 
Naive Bayes 

% 
SMO  in % 

Original without pre-processing 71.68 82.71 86.52 

 

After discretization & eliminating 

missing values  

73.11 85.72 84.55 

 

Apply resample filter (1
st
 iteration) 

79.56 87.66 89.79 

 

Apply resample filter (2
nd

 iteration) 
80.57 88.15 88.45 

 

Apply resample filter (3
rd

 iteration) 
83.69 88.41 89.78 

 

Apply resample filter (4
th

 iteration) 
89.33 87.34 94.58 

 

Apply resample filter (5
th

 iteration) 
90.35 89.67 96.88 

 

Apply resample filter (6
th 

iteration) 
94.38 89.91 97.98 

 

Apply resample filter (7
th

 iteration) 
96.32 86.52 99.56 

 

Table 5.Performance measure values for J48, Naïve Bayes and SMO for the WBC dataset 

ML       Classifier Precision Recall F-Measure 
ROC 

Curve 
STD 

J48 0.9358 0.9572 0.9611 0.986 0.2220 
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Naïve Bayes 0.8924 0.9011 0.9411 0.936 0.3542 

SMO 0.9134 0.9281 0.9562 0.976 0.1254 

 

The performance measure for the WBC dataset is shown in Table 5.The SMO performs well for 

the dataset and has good precision and recall. The ROC curve for the WBC dataset by using the 

SMO classifier is depicted in Figure 3. Since our model uses pre-processing and resampling 

techniques, the efficiency of the SMO classifier is higher. 

 

Figure 3.ROC curve for SOM classifier(WBC dataset) 

Thus, similar to the other techniques in [6, 10], preprocessing and resampling techniques has 

major contribution in increasing SMO precision.  

Conclusion 

Breast cancer is one of the most prominent diseases which affect the livelihood of the women. So 

earlier detection helps to treat the disease and thereby increase the lifespan of the women. 

Various machine learning algorithms are used in BC diagnosis. In this article, we look at how to 

use resampling strategies to improve the classification accuracy by dealing with imbalanced data 

and missing values. The following algorithms J48, NB, and SMO are tested on BC and WBC 

datasets. The observation from the results shows that the usage of resample filter, at the time of 

preprocessing improves the accuracy of the classifier. In future, we can experiment the dataset 

with different classifiers and also different classifier on the same dataset to improve the 

performance significantly. 
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