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Abstract 

Sentiment analysis (SA) is a technique of textual data that uses Natural Language 

Processing (NLP) and Machine Learning (ML) to evaluate text automatically for the writer's 

feelings (positive, negative, and neutral). The lexicon-based approach is used to extracting 

sentiment from text and user reviews. In the sentiment analysis task, the sentiment lexicon, 

which offers sentiment polarity in terms, plays an important role. Most sentiment lexicons 

currently have only one polarity of sentiment for each word and disregard sentimental 

complexity. The problem of Sentiment Analysis was well studied and two main approaches were 

developed namely corpus-based and lexicon-based approaches. This paper discusses lexicon-

based approaches to sentiment analysis. Contextual words, Acronyms, and emoticons are the 

major problems in sentiment analysis. The proposed techniques to improve the accuracy of 

sentiment analysis and also analyze the contextual words, acronyms, and emoticons.  

Keywords: Sentiment Analysis, Lexicon-Based Approaches, Acronyms, Emoticons, Contextual 

Words, Natural Language Processing. 

1. Introduction 

Sentiment analysis is an evolving area of processing the natural language based on the 

interaction between humans and computers, extraction of information, and distillation of feelings 

from ever-increasing online social data. It includes recognizing the words or phrases indicating a 

positive, negative or neutral attitude in the underlying text. Sentiment analysis generally extracts 

various characteristics from structured or unstructured textual data and analyzes them to get 

thoughts, opinions, and feelings out of it. In this internet era, it is relatively easy to get the voice 

from customers or stakeholders through various channels, such as blogs, online forms, social 

media, customer service, and many more [1]. Typically, up to three different levels can be used 

in the sentiment classification namely (i) Document-level classification, (ii) Sentence-level 

classification, and (iii) Aspect-level classification. This research work performed a sentence-

level sentiment classification in the research experiment. In several reviews, in a single product 

or service review, people express more than one opinion, typically distributed in various 

sentences.  

In addition, lexicon-based methods are also popular in the study of sentiment, which takes into 

account the semantic orientation of words in a text and calculates sentiment. In this strategy, a 

dictionary of positive and negative terms is created where a sentiment value is assigned to each 

positive or negative word. These values are added to the text of the analysis, reduced to a bag of 

words, and mapped before with the dictionaries [2, 3].  
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In this research work, to find a way to manage the difficulty of the data and offer a better result 

with better accuracy than the previous standalone lexicon-based methods. This research work 

addresses three critical issues of sentiment analysis. 

• Some words have different meanings in different contexts. 

• The complexity of acronyms, emoticons, and contextual words. 

• Optimization of lexicon-based approach performance. 

2. Literature Review 

SamerMuthanaSarsam et al. [4] proposed suicide- and non-suicide-related emotion types on 

Twitter. They found the prevention of suicide risk and other mental-related disorders on Twitter. 

They found Suicide-related tweets which it contains a higher quantity of emotions that is fear, 

sadness, and negative. They found to perform better results for several existing approaches and 

classified suicide-related content on Twitter. 

NurMaulidiahElfajr et al. [5] Focused on emoticon dictionary and weighting of an emoticon. 

They identified emotions in the sentiment by a sentence. They assumed that an emoticon state 

more observable emotions than words. They investigate the result was much better than the 

SentiWordNet process without an emoticon-based model. 

HiranNandy et al [6] proposed filtering-based text sentiment analysis. They classified two main 

approaches for text sentiment analysis namely lexicon-based approaches and machine learning 

approaches. The proposed training data has been filtered built on six human emotions, and 

synonyms in English words. The proposed classifier model was a filtered training dataset. This 

model has given a significantly better performance than traditional machine learning-based 

models. 

Alexandre Garcia et al [7] the protocol and a fine-grained opinion mining, based on a multimodal 

movie review dataset has been proposed. The token level method shows low inter-annotator 

agreements. The sentence-level achieved better values by relaxing the annotation granularity. 

The prediction of linear structure learns meaningful features level for the prediction of unusual 

labels.  

Giuseppe Castellucci et al. [8] the contextual graph is described as a form in which messages can 

affect each other by taking into account links both intra-context and extra-context. The use of a 

Label Propagation algorithm confirms the positive effect of contextual information on social 

media in the Sentiment Analysis task. They improved the polarity value of words in the graph 

and explored the graph approaches in SA using the Modified Adsorption MAD algorithm. The 

problem of the proposed technique does not exactingly depend on the language of messages and 

effectiveness. 

Milagros Fernandez-Gavilanes et al. [9] described an unsupervised SA strategy focused on 

semantic dependencies that are strengthened by SA of emoji creators' descriptions from 

Emojipedia. They developed a completely unsupervised emoji sentiment lexicon. This lexicon 

was once improved in a variety of ways that take advantage of the emotion distribution in 
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informal documents, such as emojis. They use a sentiment propagation algorithm to examine 

dependencies between lemmatized tagged terms, taking into account key linguistic phenomena 

such as intensification, negation, modification, and adversative and concessive relations. 

YasirMehmood et al. [10] proposed an improved technique for lexicon-based sentiment analysis 

for social issues incorporating verbs with multi-level grammatical dependencies and improving 

the General Inquirer sentiment lexicon.. They compared ten online sentiment analysis tools to 

assess the efficacy of the proposed approach. Not only did the proposed solution outperform the 

online tools in terms of overall accuracy, but it also produced the best results for positive, 

negative, and neutral sentiment classifications. This study's findings are limited to its 

experimental setup of datasets gathered from a social issue: illegal immigration. 

Khalid M.O. Nahar et al. [11] concentrated on the SA of Facebook Arabic comments for 

Jordanian telecommunications companies. The lexicon-based approach was used to determine 

the polarity of each of the provided Facebook comments. Data samples come from Jordanians 

commenting on a public issue concerning the services provided by Jordan's major 

telecommunications companies. The results of the evaluation of the Arabic sentiment lexicon 

were promising. They used the user-defined lexicon based on Jordanians most common 

Facebook posts and comments. They created a large dataset of unlabeled comments, the lexicon 

was used to label a set of Facebook comments. 

3. Proposed Work 

The proposed work is categorized into three levels. The first level is data collection and 

preprocessing, the second level is applying feature selection methods and the third level is 

feature classifications. Figure 1. Shows the proposed work framework. The proposed 

Senti_Con_Acro algorithm process provide several phases that is follows as:  

 

Figure 1: Framework for Senti_Con_Acron Algorithm 
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Level 1: Data Collection and Pre-processing 

The Twitter dataset is collected in this research work. The collected data is stored and 

process to extract using Hadoop Distributed File System (HDFS) method [12]. Then the data is 

stored in .csv file format. The data preprocessing method is used to remove the stop words, noise 

data, images, audio, videos, etc. The data is cleaned then the data is process to the feature 

selection method. 

Level 2: Feature Selection 

The feature selection method is used for extracting features in the text. The contextual 

words, acronyms, and emoticons features are used for this proposed method. If the input text is 

given a different meaning in the sentence. Then the contextual word is used to extract the correct 

meaning of the sentiment for the given input text. The acronyms contain short words in the 

sentence and extract the original word in the sentence. The emoticon method is denoted as 

emojis that is provide happiness, anger, sadness, surprise, disgust, and neutrality. Unigram 

feature selection method is used for this proposed method. This method extracts the feature in 

single sentiments in the sentences. The SentiWordNet [13] dictionary classifies the sentiment 

feature in this proposed method. The text features are extracted from different ways that is 

follows as: 

i. Unigram feature 

In the proposed work Unigram featreus assume that the occurrence of each word is 

independent of its previous word. Hence each word becomes a gram (feature) here. For example: 

"I", "have", "a", "lovely", "dog" 

ii. Contextual words  

The contextual words are called as different set of words or phrases. The proposed work 

identifies the user behavior or product performance in sentiment analysis. The contextual 

dictionary increasing contents constantly which provides unmatched opportunities to support 

decision-making processes and advocacy efforts. 

iii. Emoticons 

The emoticons are emoji‟s that identify the user behaviors and expressions. There are n 

number of emoji/ emoticons available in the emoticon dictionary. These emoji identify the 

positive and negative expression in sentiment analysis algorithms. The proposed work identify 

the emoticons and determining the emoticons are positive or negative value. Figure 1 displays 

sentiment polarity using emoticons.  

iv. Acronyms 

Abbreviations or acronyms are widely used in text materials to reduce space. The text in 

such areas consists of one to two sentences, or a few sentences such as text messages, social 
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media comments and blog posts. Customers may use or add new abbreviations or short word 

types, i.e. fast communication acronyms which rarely appear in regular or modern text, for these 

messages. Text as "TIA" for "Thank You in advance" is, for instance, common in these fields 

and for the machine the textual significance of the texts could hardly be accurately understood. 

The high-rate text adds new abbreviations that can impact the reliability of the emotional 

analysis. In order to solve this problem, abbreviations must be extracted and identified before the 

sentiment method is performed. 

Level 3: Classification 

After the feature is extracted in the sentiment then the polarity method classifies the test 

as positive, negative, and neutral. The proposed work features are evaluated using the confusion 

matrix method that is precision, recall, f-measure, and accuracy are used [14]. Table 1. 

Demonstrates the confusion matrix results in the proposed work.  

Frequency Occurrence 

Once the feature is extracted, they are used as input for supervised lexicon based 

approaches for further classification. Generally the frequency of occurrence of keyword is more 

suitable feature in overall sentiment analysis and not necessarily indicated by repeated use of 

keywords. Assumes  that  probability  of  each  word  occurring  in  a document  is  totally  

independent  on  word  context  as  well  as its position in the particular documents. 

Brevity‟s Mandelbrot law equation is federated as the frequency of the sentiments which 

is measured as low rank and high-rank ratio and categorized through the deviancy of the power 

law. Brevity‟s Mandelbrot law check the ranking value if k >k0 is greater than the k0 value 

which gives the ranking is same in order the k value less than k0 the value is added as k0 + k 

(Tt) fk∞(k + k)-b        eq.. (1) 

 

Where, f ← frequency of a word, k ← ranking of a word 

Algorithm: Senti_Con_Acron 

Input: DT ← Pre-processed data 

Output: Classes of sentiments like positive, negative, neutral 

For each 𝑖𝑡𝑒𝑚∈DTdo 

dt ← 𝑖𝑡𝑒𝑚 [ ′ 𝑡𝑒𝑥𝑡′ ] 

Apply Unigram feature model 

Count each sentiment 

If „dt‟ item [„Neighboring Words‟]  

Replace correct contextual words 
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Else if „dt‟ item [„Acronyms‟] 

Replace the correct sentiment words 

Else if „dt‟ item [„Emoticons‟] 

Replace the correct emoticon sentiments 

End for 

Calculate the polarity value like positive, negative, and neutral 

Overall Results: precision, recall, f-measure, accuracy. 

Find frequency rank: (dt) fk∞(k + k)-b   

4. Results 

Social media (i.e. Twitter) dataset is collected from this proposed work. The data is cleaned 

and processed using the preprocessing algorithm. The proposed work focuses on contextual 

words, acronyms, and emoticon sentiments. The Senti_Con_Acron model improves the better 

accuracy of existing models. The Senti_Con_Acron model efficiency is compared to other 

existing methods. Table. 2. Demonstrates the comparison results of existing work with proposed 

work.  

Table. 1. Proposed work results for Precision, Recall, F-Measure, Accuracy 

  Precision (%) Recall (%) F-Measure (%) Accuracy (%) 

Proposed 

Result 

76.75 73.52 75.14 80.13 

 

 

Table. 2. Comparison results for proposed work 

Authors Results 

Ahmad Aloqaily et al. [15] 68 

M. Edison et al. [16] 68.75 

VallikannuRamanathan et al. [17] 76 

SeydehAkramSaadatNeshan et al. [18] 76.3 

Proposed Work 80.13 
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5. Conclusion 

Sentiment analysis has developed one of the energetic methods in creating commercial 

decisions as it directly comprises the customer group. Despite the current evolution in this 

research area, there are still many challenges as human attitudes and write up in the form of 

review is difficult and uncertain. The proposed work is to classify contextual words, acronyms, 

and emoticons using lexicon-based approaches. The SentiWordNet dictionary is used to identify 

the sentiment and increase the performance of lexicon based approaches. The proposed model 

improves the better accuracy results compared to the existing works. In the future, we can apply 

machine learning techniques to improve performance. 
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