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Abstract: Bone fracture classification with the help of the machine learning and deep learning 

models are common today. With the availability of pre-trained models such as VGG19, 

DenseNet121, DenseNet169 the trend is towards the concept of transfer learning. A transfer 

learning approach is followed in this work where the pre-trained models are first compared for 

finding a better model in terms of humerus bone fracture classification. In the first phase of the 

work, the three models are tested with the MURA Dataset. VGG16 performs comparatively low 

and much difference is not observed between DenseNet121 and DenseNet169. The hierarchy of 

results is also found to be similar in case of a customized dataset created from the humerus 

dataset by removing the images with metals. Hence, for complexity reasons, DenseNet121 is 

chosen for customization. Changes were made in the higher layers of the model and the model is 

subjected to partial training. While the lower layers are kept untrained the higher layers are 

trained with the humerus bone dataset and the customized dataset derived from it. Better results 

are obtained in both. 

Keywords: Deep Learning, Convolutional Neural Networks, Transfer Learning, Humerus 

Fracture Detection. 

 

1 Introduction 

Computer vision applications though used widely in recent days, the technology is not entirely 

new, it’s in use for the past two decades [1]. With the necessity of the automated systems that 

can detect fractures from the X-Ray images, which would be of great help to the clinicians, there 

were many models developed based on machine learning and deep learning to detect fractures. 

The accuracy of those models depends on the size of the dataset. There are studies like [2, 3 ] 

which uses deep convolutional neural networks and achieves higher accuracies with dataset that 

has more than fifty thousand studies.  

 There were also models developed based on the pre-trained convolutional neural 

networks. This includes pre trained models that has less number of layers such as LeNet , VGG 

and models that has more than 100 layers such as ResNet and Highway networks [4-7]. A kind 

of convolutional neural networks built on dense blocks is introduced in [8]. Availability of these 

pre-trained models lead to the concept of transfer learning which customizes the pre-trained 

models for a specific computer vision problem [9]. 

mailto:sasidhar1011@outlook.com


Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 2, 2021, Pages. 3932 - 3942 

Received 20 January 2021; Accepted 08 February 2021.   
 

3933 http://annalsofrscb.ro 

The objective of this work is to utilize densenet model for bone fracture classification in specific, 

bone fractures that is in humerus bones. Transfer learning is applied, strategies employed are the 

decision on the method of pre-training the densenet model optimal for the employed dataset and 

the method of replacing the higher level layers for better performance. The paper is organized as 

follows; second section explains the state of art models in bone fracture detection, third section, 

in detail explains the dataset preparation and building the model. Fourth section depicts the 

results and the last section gives the conclusion and future work. 

 

2 Related Work 

[10] Uses two predefined networks called Googlenet and Alexnet for detecting the neck of femur 

fracture and speech recognition. Five different pre-trained models are employed in [11] and 

ensemble models are also created with three models among the five in different combinations, 

ensemble models performs better than the other models. A novel backbone network is created 

and combined with R-CNN to build a better feature map and hence better results in [12]. While 

most of the works consider it as a binary class problem, [13] consider it as a multiclass problem  

and classifies the humerus fracture in to four different classes. Generative adversarial networks 

with transfer learning are employed in [14]. The efficiency of the pre-trained model is analyzed 

in [15]. In [16] a deep convolutional neural network is created by extending the U-Net 

Architecture, differing from the other models, it generates probability value for the existence of 

the fracture, in addition to it, it also adds a heat map. In addition to the features extracted from 

the images, various other parameters such as metadata are also considered for classification in 

[17]. A multistage method is employed in [18] for ROI extraction which results in better feature 

extraction for thigh fracture detection. Edge detection mechanism, called as the canny edge 

detection, along with neural network is used in [19] for fracture detection. In [20] wavelet 

transform is used as the pre-processing for feature extraction followed by back propagation 

neural network for fracture classification. Convolutional neural networks is used in [21] for 

detecting the neck of femur fracture. [22] Specifies that increasing the size of the dataset through 

data augmentation techniques increases the performance of the convolutional neural network 

models for fracture detection. Densenet model with focal loss function is found to provide better 

results in [23]. Employing transfer learning and class activation maps results in better femur 

fraction detection in [24]. 

More specific classification for the different bones is done in [25]. A two stage model is created, 

first stage is used for identifying the bone type and it is followed by the second stage where 

seven different classifiers are used for every type of bone. Another model that uses two stage 

approach is[26] where again the first stage is used for identifying the bone and second stage is 

the classifier which is the pre-trained convolutional neural networks Resnet-50 and inceotionv3. 

In [27] a new approach is proposed to find the humerus fracture. A process called exemplar 

division is done early stage of the model and various approaches are used for feature extraction. 

Relief and neighborhood component analysis is used for final feature selection. Four different 

classifiers are used and higher accuracy is obtained. In addition to building of a model with that 

considers only the images, additional parameters are considered to the pathway of the entire 

process from the beginning where the injury occurs to doctor’s diagnostics is proposed in 

[28].Harris corner model is used in [29] for fracture detection which also includes edge detection 

as a sub process. 
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3 Methodology 

3.1 Data preparation 

The dataset used in the work is MURA Dataset. The dataset contains X-ray images of various 

bones Elbow, Finger, Forearm, Hand, Humerus, Shoulder and Wrist. The one considered in the 

current study is humerus bone data. The details of the number of images are given below. 

Following figure represents the number of training images and the number of validation images 

in both the positive class and the negative class. 

 

 
Fig. 1 Training and Test Images 

 

Two datasets are used in the model. Dataset1 (DS1) which uses the entire humerus dataset and 

the other which uses a special case of positive images. Dataset 2 (DS2) is prepared by removing 

the images that are positive and with hardware as shown below. 

 

 

 
Fig. 2 Positive case with hardware 
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This is done in order to consider the fact that training a model with additional hardware in bone 

and labeled with positive would bias the model towards it. So the model is also tested with a 

dataset which does not contain such images. Removing of such images leads to low number of 

positive cases, 240 images. Since the number of images for training should not be less , data 

augmentation is made by horizontal flipping and the number of positive cases is 480. 90% of the 

total images are used for training and remaining for testing. Both these datasets are subjected to 

the following pre-processing steps. Preparations of both the datasets are depicted in the following 

figure. 

 

 

 

 

 
 

 

Fig. 3.a Dataset 1 

 

 
Fig. 3.b Dataset 2 

Fig. 3(a and b) Dataset Preparation 

 

3.1.1 Pre-processing 

The steps followed in pre-processing are given in the following figure 4.  
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All the images are resized into 224 X 224 for uniformity. It is followed by the data augmentation 

in which the images are horizontally flipped in order to increase the size of the dataset, in case of 

the dataset1. In case of dataset2 only the positive images are subjected to data augmentation in 

order to address the class imbalance problem in this dataset. However the size of the dataset2 is 

considerably lower than the size of the dataset1. Affine transformation is done in order to avoid 

the geometric distortions. Affine transformation is done with the help of an affine matrix which 

can be represented with the following matrix. 

 

 
𝛼 𝛽  1 − 𝛼 . 𝑐𝑒𝑛𝑡𝑒𝑟. 𝑥 − 𝛽. 𝑐𝑒𝑛𝑡𝑒𝑟. 𝑦

−𝛽 𝛼 𝛽. 𝑐𝑒𝑛𝑡𝑒𝑟. 𝑥 +  1 − 𝛼 . 𝑐𝑒𝑛𝑡𝑒𝑟. 𝑦
  

Where  

 𝛼 = 𝑠𝑐𝑎𝑙𝑒. cos 𝑎𝑛𝑔𝑙𝑒  
 𝛽 = 𝑠𝑐𝑎𝑙𝑒. sin(𝑎𝑛𝑔𝑙𝑒) 
 

Here angle refers to the degrees to which the image should be rotated. Parameter scale refers to 

the scale factor. Centre refers to the point based on which the rotation will be made. This matrix 

is used in the affine transformation matrix, which is nothing but the linear transformation which 

is followed by the vector addition. Following is the process of normalization. Normalization is 

done by calculating the mean and the standard deviation of the pixel values of the individual 

images and applying the following formula. 

 

(Pixels-mean)/standard deviation 

The normalization process is applied for the individual images of the dataset. 

 

3.2 Model Preparation 

Convolutonal neural networks are a commonly used deep learning model in computer vision 

problems[30].  It has been observed from the literature that instead of training the model from 

the scratch, transfer learning can be applied to use the existing pre trained models in image 

classification approaches with suitable modifications [9]. There are also many variants of the 

pre-trained convolutional neural networks. Three different pre-trained convolutional neural 

networks are tested with the Dataset. 

 

 VGG16 

 Densenet121 

 Densenet161 

 

These models are trained and tested in the humerus bone X-ray images of the radiographs with 

the default imagenet weights. The results obtained with the dataset 2 are given in the following 

figure 5. 

 



Annals of R.S.C.B., ISSN:1583-6258, Vol. 25, Issue 2, 2021, Pages. 3932 - 3942 

Received 20 January 2021; Accepted 08 February 2021.   
 

3937 http://annalsofrscb.ro 

 
Fig. 5 Accuracy of the different pre-trained models (dataset 2). 

The results obtained with the dataset1, the original dataset, with the pre-trained models are given 

in the following figure 6. 

 
Fig. 6 Accuracy of the different pre-trained models (dataset 1). 

 

It has been observed from the results that there is no much difference between the default 

DenseNet169 model and Densenet121 model. So for the reasons of computational complexity, 

Densenet121 is considered and customized. 
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 Removal of the fully connected layer in the pre-trained model and adding the customized 

block. 

 Training partial convolutional base. 

Both these would help in increasing the accuracy of the model. Any conventional pre-trained 

models based on convolutional neural networks have two parts, a convolution base and a 

classifier. It is inferred from [31] that different layers of the model would learn different features. 

While the layers that are closer to the input of the model learns features that are generic, higher 

level layers learn more specific features. Following are the different transfer learning process.  

 Training all the layers, in the convolutional base as well as in classifier. 

 Training a part of the layers in the convolutional base and the classifier 

 Training only the classifier. 

The method of transfer learning that adapts to the problem taken depends on the size of the data 

and the relevancy of it to the dataset that has been used to train the pre trained model. The pre 

trained model that we use here is Densenet121 and it is trained in the imagenet dataset. The 

dataset that is employed in the scope of the problem is X-Ray images. It is obvious that this 

dataset is not most relevant to the imagenet dataset.  It has also been observed that the employed 

dataset is not considerably larger in size. Because of these reasons it is decided to train the part of 

the higher layers and leaving behind the rest without training. Training all the layers is not needed 

in this scenario, whereas training only the classifier is not enough. So the Densenet121 pre trained 

model is partially trained. The higher 60 layers are trained whereas the layers before it is not 

trained. The strategy followed is given in the following figure 7. 

 

 

 

 

 

 

 

 

 

 
Fig. 7 Transfer learning method 

 

 

 

Three dense blocks along with a softmax is added at the top of the model. The softmax layer 

added at the end is represented as follows. 
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 and n is the number . The results obtained with this model in both the datasets are given in the 

next section 

 

4 Experimentation and Results 

The implementation of the model is done in python with the help of scikit-learn[32] and 

Tensorflow .the results obtained is given in the following graphs. Figure 8 represents the 

accuracy obtained with the dataset 1. It represents both the training accuracy and validation 

accuracy. 

 

 
Fig. 8 Training and Validation Accuracy (Dataset1) 

Following Figure 9 represents the training and validation accuracy obtained with the model in 

case of Dataset2. 

 
Fig. 9 Training and Validation Accuracy (Dataset2) 
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The accuracy obtained with the model for both the datasets is given in the below figure 10. 

 
Fig. 10 Comparison of the accuracy with two datasets 

5 Conclusion and Future work 

Transfer learning is the method by which the knowledge learned by the available pre-trained 

models can be used for the new computer vision applications in different domains. Three 

different pre-trained models VGG16, Densenet121 and Densenet169 are tested for their 

performance in bone fracture detection in humerus bones. With the results obtained, 

Densenet121 is chosen for further processing and it is customized by replacing the fully 

connected layers and partially training the model to learn better features from the given dataset. 

This customized model is found to produce better results than the conventional pre-trained 

models. Future work would include model that includes enhancement of feature extraction which 

is believed to be better accomplished with few image processing techniques that better 

distinguishes the bones in the images from the surrounding region followed by deep learning 

model.  
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