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Abstract: Content-Based Image Retrieval (CBIR) is also known as Query by Image Content (QBIC) 

that presents the technologies allowing to organize digital pictures by their visual features. They are 

based on the application of computer vision techniques to the image retrieval problem in large 

databases. CBIR consists of retrieving the most visually similar images to a given query image from a 

database of images. Retrieval of images is based not on keywords or annotations but on features 

extracted directly from the image data. Therefore, in this research study, the final output is retrieved 

from the database using feature extraction from the input query images.In this research study, 

Haralick Features are extracted, which is also known as Gray-Level Co-Occurrence Matrix (GLCM) 

along with Local Binary Pattern (LBP), and histogram of oriented gradients (HOG) features. When 

more number of features are used, it will increase the complexity of classifier to achieve better results. 

Therefore, feature selection technique called Pigeon Inspired based Optimization (PIO) is used in this 

research study. In the testing process, when the user gives a query images, the process will be same as 

training process and finally, to extract the relevant images, the training images are taken from the 

dataset and compared with the query images using Artificial Neural Network (ANN) classifier. The 

experiments are carried out using publicly available dataset called WANG and compared with 

existing techniques in terms of accuracy, precision, recall and F-measure. 

Keywords:Artificial Neural Network; Content-Based Image Retrieval; Haralick Features; Pigeon 

Inspired based Optimization; Local Binary Pattern. 

Introduction 

The evolutions of recent techniques enhance the utilization of Internet, camera, and 

mobile phones. The received and shared multi-media data are increasing, and retrieving 

related images from a database is a difficult one [1]. The primary requirement of any image 

retrieval method are searching and sorting the images which are in visual semantic relation 

using the query image (QI) offered by the clients. Generally, the search engines work on the 

network recovery of images based on text approach that need caption as input data [2]. The 

clients submit queries by enrolling some keywords that are corresponding with the texts 

which are placed in the archive. The final outcomes are produced on the basis of similarities 

in keywords, and it is applied for dissimilar image content [3]. The dissimilarity in the views 
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of individual’s awareness and physical labelling is the important cause for creating outcomes 

which is not relevant. It is nearly not possible to relate the idea of manually labelling previous 

size image archives with massive amount images [4]. The alternate model for retrieval of 

images and testing applies an automated image annotation mechanism that tags images 

according to the image content. This model depends upon automated image annotation 

accuracy which identifies shape related details like texture, layout, spatial edges, and colour 

[5-6].  

Major researches were carried out for enhancing the efficiency of automated image 

annotation, but the variation in visual point provides inferior impression about image retrieval 

(IR) process [7-8]. Content based image retrieval (CBIR) is a platform that surmounts the 

issues since they are depend upon visual examination of data which is considered as an 

element of QI. The QI can be fed as an input data under the mapping of images placed inside 

an archive, and resemblance in visual closeness with respect to image feature vector that 

offers a base for the identification of image with same content [9]. Here, low-level visual 

features are calculated from the query and comparing the features is validated to arrange the 

outcomes [10]. Query-By-Image Content (QBIC) and simplicity are the instance of IR 

technique depends upon the filtration of low-level visual semantics. Once the predefined 

models are successfully executed, CBIR as well as feature extraction models are 

implemented in different software’s such as textile industry, remote sensing, armed forces, 

video realization, crime detection, and clinical image analysis [11]. Fig. 1 gives an outline of 

the fundamental concept and process of IR.  

 
Figure 1: General Block of CBIR Framework 
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The fundamental requirement for some IR classification is to explore and arrange 

related image from the archive with least amount of individual interface with the device. This 

paper discussed election of visual features for a structure which depends upon the necessities 

of the customer [12]. The distinctive feature demonstration is highly required for any IR 

model. Moreover, the features can become highly effective and robust under the combination 

of low-level visual features, and maximum processing cost is necessary to accomplish better 

outcome. Unfortunately, the imbalanced feature selection limits the efficiency of IR process. 

Machine Learning (ML) model gets the feature vector as input data for training as well as 

testing methodologies that maximizes the performance efficiency [13]. Recently, the IR 

process is highly dependent on Deep Neural Networks (DNN) which is capable of providing 

optimal results at expensive platform. 

Color, texture, shape is the visual features of an image that are used to retrieve the 

visually similar content in CBIR. The traditional method which was based on keywords of an 

image has been demonstrated not worthy with respect to space and time complexities and that 

triggered the evolution of a new technique i.e. search by query instead of the keyword. It is a 

two-step practice where in the first step the image features are extracted to distinguishable 

term and the second step deals with the extracted features matching and the results are 

retrieved as per the visually similar images. CBIR mainly includes two steps: extraction of 

features and matching those features. Extraction of image features is done in the first step and 

the second step includes matching of those features. 

The rest of the paper is organized as follows: Section 2 presents the study of existing 

techniques; the explanation of proposed methodology is given in Section 3; the validation of 

proposed method using WANG database is presented in Section 4; the conclusion of the 

research study with future work is given in Section 5.  

2. Literature Review 

In this section, a study of existing CBIR techniques were presented that was used to 

retrieve the similar images from the database. In addition, the benefits of existing techniques 

along with limitations were presented as follows: 

Li, et al., [14] aimed to achieve secure search for the encrypted image retrieval 

system, a new privacy preserving image retrieval system was developed which has the 

combination of asymmetric scalar-product-preserving encryption (ASPE) and homomorphic 

encryption (HE) schemes. Furthermore, to the best of our knowledge, our proposed scheme 

was the first work that assuming that all the entities were semi-trusted in this system. 

However, ASPE implements kNN for searching dataset, which also cause serious 

computation overhead. In order to improve the performance of the search time, k-means 

algorithm was applying in ASPE to simplify the descriptors of large-scale database 

containing over 10k images. Furthermore, the proposed scheme also utilized HE scheme to 

keep the secret key of ASPE confidential. In this scheme, trapdoor verification was also 

applied in searching phase to confirm the validation of trapdoor. Hence, through combination 

of ASPE and HE, this scheme provide a more secure image retrieval in cloud. In our scheme, 

each image was represented by the single vector. However, for the high dimensional 
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descriptor, it leads to huge computation overheads, especially in executing the encrypted 

function. 

Banharnsakun, et al., [15]a new efficient method was developed that was based on a 

combination of the gray-level co-occurrence matrix (GLCM) with the artificial bee colony 

(ABC), referred to as “GLCM-ABC,” for CBIR. The GLCM was utilized to extract the 

texture features of a material surface image and the ABC was employed to classify and 

retrieve the specific type of material surface. The objective of this work was to improve the 

accuracy rate of the image retrieval over other recently developed techniques. The results 

obtained from the proposed method showed that the hybrid GLCM-ABC approach offers 

good performance than other conventional methods.  However, there was still room for 

improvement in the capability of the proposed method.  

Alsmadi, et al., [16] an effective CBIR system with the application of genetic 

algorithm with simulating annealing was proposed in this study for the purpose of retrieving 

images from databases. Following the input of a query image from user, image features will 

be extracted from the image using the proposed CBIR system. In particular, YCbCrcolor with 

discrete wavelet transform and Canny edge histogram were used to extract color features, 

RGB color with neutrosophic clustering algorithm and Canny edge method were used to 

extract shape features, and GLCM was used to extract texture features. After that, images 

associated with query image were efficiently retrieved with the metaheuristic algorithm based 

similarity measure. The proposed CBIR system performed better than the existing methods 

and showed promising retrieval image results in terms of precision and recall rates in many 

groups of Corel image datasets as well as the proposed system has the highest overall 

performance results in terms of precision and recall rates compared with other existing 

systems. For future work, filtering techniques are proposed so that more accurate outcomes 

could be retrieved by the CBIR.  

Garg, and Dhiman, [17] performed the multi-extraction in this analysis, which used 

PSO optimizer to remove most differentiating features from the extracted data. Classification 

tests were conducted on a COREL dataset consisting of ten categories and presented using 

four presentation parameters, i.e., precision, recall, Fmeasure, and accuracy. For validation 

purpose, three well-known classifiers were compared, i.e., support vector machines (SVM), 

decision tree (DT), and K-nearest neighbor (KNN). The proposed method consists of four 

steps. The first was decomposition, in which multi-scale decomposition was performed 

separately using DWT for channels R, G, and B. The second was concatenation of all three 

channels R, G, and B achieved from the set of functions. The third was reduction in features 

using the PSO algorithm to pick the most differentiating features. The last was classification 

where three classifiers were used to assess the category of images evaluated. Experimental 

results showed that SVM was the best optimizer which shows high parameter values of all 

the performance metrics. However; the feature dimension was small and needs a prominent 

calculation charge.  

Chhabra, et al.,[18] a new technique, namely Oriented Fast and Rotated BRIEF 

(ORB), has been proposed for CBIR. ORB and scale-invariant feature transform (SIFT) 

features were considered for effectively retrieval of content-based images from bulky dataset. 
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Size of SIFT and ORB descriptor required a high memory space for storing features and high 

complexity, therefore, to reduce the space and complexity problem our system uses a K-

means clustering algorithm and LPP over both descriptors. K-means reduce the descriptor 

into 32 clusters and LPP reduce into 4 and 8 components. Using 4- and 8-dimensional feature 

vector, we measure the precision, RMSE and time taken by the proposed CBIR system. 

Maximum precision rate of 86.20% and 99.53% has been accomplished for Wang dataset and 

corel dataset, respectively. We have also concluded that the proposed CBIR system performs 

better than already existing CBIR systems. The training time for retrieving the data from 

bulky dataset by using a decision tree, random forest and MLP classifiers were higher than 

existing techniques due to more number of features, which requires optimal solution on 

features.  

3. Proposed Methodology 

CBIR consists of retrieving the most visually similar images to a given query image 

from a database of images. Retrieval of images is based not on keywords or annotations but 

on features extracted directly from the image data. Therefore, in this research study, the final 

output is retrieved from the database using feature extraction from the input query images. 

The research study has two process namely training process and testing process. In the 

training process, initially, the input data are taken from the WANG database and background 

are removed by using effective segmentation technique. Based on the texture and colour 

vector, the segmented images are converted into HSV images as well as gray-scale images. 

Then, these images are compressed by using Discrete Wavelet Transform (DWT) and given 

as input for extracting the features. In this research study, three differentfeatures are 

extracted. When more number of features are used, it will increase the complexity of 

classifier to achieve better results. Therefore, feature selection technique called Pigeon 

Inspired based Optimization (PIO) is used in this research proposal and selected the optimal 

features from the combined color and texture features. These optimal features are stored in 

the vector dataset during training process. In the testing process, when the user gives an query 

images, the process will be same as training process and finally, to extract the relevant 

images, the training images are taken from the dataset and compared with the query images 

using Artificial Neural Network (ANN) classifier. From the classification results, the most 

similar results are retrieved to the end-user. The workflow of the proposed methodology is 

given in the following Figure 2.  
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Figure 2: Workflow of the Proposed Methodology 

3.1. Background Segmentation 

To find edges of various objects present in an image using Canny, Sobel and fuzzy C 

means (FCM) techniques, we implemented an edge detection method that identifies all the 

edges in an input image by gradient magnitude approximation of the image. In case the 

objects’ boundary is created with edges, we fill it in order to detect location of the object. If 

there are two objects that touch each other then we find the edges and use that information to 

separate the object. We can also use edges to find objects based on texture in certain 

situations where segmentation based on colour does not work very well. The edge detection 

method that we implemented convolves the input matrix with the three segmentation 

techniques and it outputs two gradient components of the image. On the other hand, the 

method can perform a thresholding operation on the gradient magnitudes and output a binary 

image which is a Boolean matrix with 1’s being edges and 0’s being other areas of image. 

3.1.1. Sobel’s edge detection 

The part of the derivatives of the Sobel operator are measured as: 

𝐺𝑥 = (𝑎2 + 2𝑎3 + 𝑎4) − (𝑎0 + 2𝑎7 + 𝑎6)   (1) 

𝐺𝑦 = (𝑎6 + 2𝑎5 + 𝑎4) − (𝑎0 + 2𝑎1 + 𝑎2)   (2) 

The gradient magnitude is measured in the following equation (3): 

|𝐺| = √𝐺𝑥
2 + 𝐺𝑦

22
     (3) 

The orientation angle is measured as follows in the Eq. (4): 
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𝜃 = arctan (
𝐺𝑥

𝐺𝑦
) −

3𝜋

4
     (4) 

3.1.2. Canny Edge Detection  

The first step of the Canny algorithm is to smooth image. Canny deduced the first 

derivative of Gaussian function, which is the best approximation of the optimal edge 

detection operator. Choose appropriate 1-d Gaussian function to smooth the image according 

to the row and column respectively, that is, execute convolution operation to image matrix. 

Since the convolution operation satisfies commutative law and associative law, Canny 

algorithm generally uses twodimensional Gaussian function (as shown in (5)) to smooth 

image and get rid of the noise. 

𝐺(𝑥, 𝑦) = 𝑒𝑥𝑝[−(𝑥2 + 𝑦2)/2𝜎2]/2𝜋𝜎2   (5) 

where𝜎stands for the parameter of Gauss filter, and it controls the extend of 

smoothing image.  

3.1.2.1. Image Gradient Calculation 

The second step is to calculate the magnitude and direction of image gradient. The 

Canny algorithm adopts limited difference of 2×2 neighbouring area to calculatethe value and 

direction of image gradient. The first order partial derivative’s approximation on the 𝑋 𝑎𝑛𝑑 𝑌 

directions can be got from these following formulas:  

𝐸𝑥[𝑖, 𝑗] = (𝐼[𝑖 + 1, 𝑗] − 𝐼[𝑖, 𝑗] + 𝐼[𝑖 + 1, 𝑗 + 1] − 𝐼[𝑖, 𝑗 + 1]/2   (6) 

𝐸𝑦[𝑖, 𝑗] = (𝐼[𝑖 + 1, 𝑗] − 𝐼[𝑖, 𝑗] + 𝐼[𝑖 + 1, 𝑗 + 1] − 𝐼[𝑖 + 1, 𝑗]/2   (7) 

Therefore, the templates of the image gradient calculation operator are: 

𝐺𝑥 = (
−1 1
−1 1

)    (8) 

𝐺𝑦 = (
1 1

−1 −1
)    (9) 

The magnitude and direction of gradient can be calculated, where the image gradient 

magnitude is given in Eq. (10): 

||𝑀(𝑖, 𝑗)|| = √𝐸𝑥[𝑖, 𝑗]2 + √𝐸𝑦[𝑖, 𝑗]2          (10) 

The azimuth of the image gradient is given in Eq. (11): 

𝜃(𝑖, 𝑗) = arctan (𝐸𝑦[𝑖, 𝑗]/𝐸𝑥[𝑖, 𝑗])          (11) 

3.1.2.2. Non-maximum Suppression(NMS) 

After acquired the gradient magnitude image 𝑀[𝑖, 𝑗], it’s needed to perform non-

maximum suppression on the image to accurately position edges. The process of NMS can 

help guarantee that each edge is one-pixel width. Canny algorithm uses 3×3 neighboring area 

which consists of eight directions to execute interpolation to the gradient magnitude along 
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gradient’s direction. If the magnitude 𝑀[𝑖, 𝑗] is bigger than the two interpolation results on 

the gradient direction, it will be marked as candidate-edge point, otherwise it will be marked 

as non-edge point. Therefore, the candidate edge image is acquired through the process. 

3.1.2.3. Checking and Connecting Edges 

The Canny algorithm adopts double-threshold method to select edge points after 

carrying on non-maximum suppression. The pixels whose gradient magnitude is abovethe 

high-threshold will be marked as edge points, and those whose gradient magnitude is under 

the low-threshold will be marked as non-edge points, and the rest will be marked as candidate 

edge points. Those candidate edge points who are connect with edge points will be marked as 

edge points. This method reduces the influence of noise on the edge of the final edge image. 

3.1.3. Fuzzy C-Means (FCM) 

The FCM clustering algorithm was first introduced by Dunn and later was extended 

by Bezdek. Here, FCM segmentation technique is used for first, second and fourth objectives. 

The algorithm is an iterative clustering method that produces an optimal c (number of 

clusters) partition by minimizing the weighted within group sum of squared error objective 

function JFCM: 

𝐽𝐹𝐶𝑀 = ∑ ∑ (𝓊𝑖𝑘)𝑞𝑐
𝑖=1

𝑛
𝑘=1 𝑑2(𝑥𝑘, 𝑣𝑖)                                              (12) 

Where 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑛} ⊆ 𝑅𝑝 is the data set in the p-dimensional vector space, 𝑛 

is the number of data items, 𝑐 is the number of clusters with 2 ≤ 𝑐 < 𝑛, 𝓊𝑖𝑘 is the degree of 

membership of 𝑥𝑘 in the ith cluster, q is a weighting exponent on each fuzzy membership, vi 

is the prototype of the centre of cluster 𝑖, 𝑑2(𝑥𝑘, 𝑣𝑖) is a distance measure between object xk 

and cluster centre 𝑣𝑖.  

After this background segmentation, the output images are converted into HSV format 

for extracting the color vectors and also converted into gray format for extracting the texture 

vectors. DWT is applied on the images that are described as follows.  

3.2. Discrete Wavelet Transform 

Wavelet Transform exhibit gradually changing oscillations punctuated with transients 

in the original signals. On the other way, images have plain area restricted by edges also can 

be called as abrupt changes. These abrupt changes consist of information. A powerful tool for 

data analysis is Fourier transform but it doesn’t view abrupt changes efficiently as it views 

data as a sum of sine waves which are not localized in space or time. In order to perfectly 

analyze the abrupt changes in images and signals, Wavelets are used which can localize in 

time as well as frequency. Mainly there exists two class of wavelet transform, here Discrete 

Wavelet Transform is used in compression as well as denoising the images and signals. 

Wavelet transform of a 2D signal can be computed by recursive filtering and sub-sampling. 

Low frequency is represented by L and H denotes high frequency. In signal processing, 

wavelets make it possible to recover weak signals from noise also provides valuable 

advancement in quality of the image at higher compression ratios as compared with the 

conventional techniques. 
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3.3. Feature Extraction 

The feature is defined as a function of one or more measurements, each of which 

specifies some quantifiable property of an object, and is so computed that it quantifies some 

significant characteristics of the object.  

3.3.1. Color Feature Extraction 

Extracting the color feature of the images includes HSV histogram, Color moments, 

and Color auto-correlogram. HSV histogram process consist the conversion of RGB image 

into HSV color space, quantize the image to 8x2x2 and the unit sum is described to find 

normalized HSV histogram. In feature extraction of color moments process includes image 

analyzation and extract RGB color channels and compute the color moments for each channel 

using standard deviation (stdR, stdG, stdB), mean (meanR, meanG, meanB) and skewness 

(skeR, skeG, SkeB). The process of color auto-correlogram might include to integrate color 

histogram along with the spatial information. 

The feature extraction for proposed CBIR system have been considered first three 

color moments. Such as mean, standard deviation and skewness values are first, second and 

third order moment respectively. 9-D feature vector generated by this method.  Mean consists 

average of the color value, standard deviation contain variance square root and the skewness 

asymmetric distribution. The color distribution values has been calculated by  

𝑀𝑒𝑎𝑛 = 𝐴𝑙 =  
1

𝑅
∑ 𝑆𝑙,𝑚

𝑅
𝑚=1            (13) 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  𝜕𝑙 =  √(
1

𝑅
∑ (𝑆𝑙,𝑚 −  𝐴𝑙)

2𝑅
𝑚=1 )         (14) 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 = 𝑊𝑙 =  √(
1

𝑅
∑ (𝑆𝑙,𝑚 −  𝐴𝑙)

3𝑅
𝑚=1 )

3
                     (15) 

3.3.2. Texture Feature Extraction 

Texture is one of the most important defining characteristics of an image. The image 

texture depends on the scale or resolution at which it is displayed. A texture with specific 

characteristics in a sufficiently small scale could become a uniform texture if it is displayed at 

a larger scale. The Gray-Level Co-occurrence Matrix (GLCM) seems to be a well-known 

statistical technique for feature extraction [19]. The GLCM is a tabulation of how often 

different combinations of pixel gray levels could occur in an image. The goal is to assign an 

unknown sample image to one of a set of known texture classes. Textural features can be 

scalar numbers, discrete histograms or empirical distributions. They characterize the textural 

properties of the images, such as spatial structure, contrast, roughness, orientation, etc and 

have certain correlation with the desired output.  

GLCM proposed by Haralick has become one of the most well-known and widely 

used texture measures. Haralick Features describe the correlation in intensity of pixels that 

are next to each other in space. Haralick proposed fourteen measures of textural features 

which are derived from the co-occurrence matrix a well-known statistical technique for 
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texture feature extraction. It contains information about how image intensities in pixels with a 

certain position in relation to each other occur together. For each matrix, the fourteen features 

like Angular Second Moment, Contrast, Correlation, Sum of Squares or Variance, Inverse 

Difference Moment, Sum Average, Sum Variance, Sum Entropy, Entropy, Difference 

Variance, Difference Entropy, Information Measure of Correlation and Cluster Tendency are 

obtained. The homogeneity, contrast, entropy and energy are sensitive to the choice of the 

direction. The homogeneity and entropy supplies the indication on the dominancy values of 

the main diagonal on the basis of the frequencies of the problem. The energy supplies the 

information on the randomness of the spatial distribution. Additionally, sum of HOG features 

and sum of LBP features are extracted from the segmented image. The HOG, LBP features 

are cascaded with the GLCM features. The combined features are used for training and 

testing for the machine learning network. However, the more number of features results poor 

classification results of CBIR framework. Therefore, optimal features are required for better 

overall accuracy, where the feature selection technique is proposed in this research study that 

are explained along with comparative algorithms as follows: 

3.4. Feature Selection Technique 

In this study, PIO feature selection technique is used as proposed technique in this 

research study, where the comparative algorithms namely GA, and WOA are also presented 

here:  

3.4.1. Pigeon Inspired Optimization Algorithm 

PIO algorithms have recently been exposed to be effective in solving various 

optimization issues, including aerial robot trajectory planning, three-dimensional trajectory 

planning, an automatic landing system, and a PID development controller. In this article, we 

adopt the Learning rate selection on ANN network based on the fresh binary version of PIO. 

This unit offers two versions of the PIO. The first version or algorithm uses a sigmoid 

function to sample the speed of the doves, the second forms offers an updated improved 

binary version of the basic PIO, which uses cosine similarity to determine the speed of the 

doves. Both versions use an equal fitness function, another each form has methods that 

represent a pigeon or a solution.  

A. Fitness Function 

 

 It is the terms of a process for evaluating the sufficiency of solutions. The fitness 

function evaluates the solution, which is a subset of the functions selected according to the 

true positive speed (TPS), the false positive speed (FPS), and the sum of functions. The sum 

of functions is involved in the adaptation function, so, if there is a few function that does not 

disturb the TPS or FPS, we want to avoid it. Eq. 16 represents the formula used to calculate 

the taste of a dove or solution. Here is the sum of objects chooses, the total number of objects 

in SF and NF is 𝑤1 +  𝑤2 +  𝑤3 =  1. The weight is set as follows: 𝑤1 =  0.1, 𝑤2 =

 𝑤3 =  0.45, because TPS and FPS are equal. 

𝐹𝐹 = 𝑤1 ∗
𝑆𝐹

𝑁𝐹
+ 𝑤2 ∗ 𝐹𝑃𝑆 + 𝑤3 ∗

1

𝑇𝑃𝑆
                                    (16) 
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B. Sigmoid PIO for FS 

Defines a solution or a pigeon vector of length equal to the sum of training data. Since 

the basic PIO procedure continuously processes the dove's position, the specific PIO solution 

for the learning rate is defined as a vector whose values of velocity and position vectors are 

fixed randomly among initial [0, 1]. The traditional method is used to measure the rapidity of 

every pigeon according to Equ. (16), and then the sigmoid function is used to translate the 

velocity into a binary version according to Equation 17. 

For the binary files of the cluster intelligence algorithm, the location of each dove is 

updated based on the value of the sigmoid function and the probability of a uniform random 

numeral between [0, 1] according to Equation 18. The algorithm will act as an old PIO, 

except for updating the position of the ground operator. Additionally, the sigmoid function 

will be used to transferal the speed, and then the locations will be informed accordingly.  

𝑆(𝑉𝑖(𝑡)) =
1

1+𝑒

−𝜋𝑗
2

                                                  (17) 

𝑋(𝑡)(𝑖,𝑝)[𝑖] = {
1,      𝑖𝑓(𝑆(𝑉𝑖(𝑡)) > 𝑟)

0,               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠ℎ
                                 (18) 

3.4.2. Comparative Algorithms  

A.Genetic Algorithms 

GA abstracts the process of a population evolving given an environment condition to 

adapt and thrive in the scenario. Through the genetic operators (Selection, Mutation, and 

Crossover), the solutions are improved each generation until a stopping condition is reached, 

usually a maximum number of generations or when there are minimal or no improvements in 

the set of solutions [20]. Algorithm 1 describes a generic GA process. 

Algorithm 1: Procedure of GA 

Step 1: Generate initial set of population 

Step 2: while stopping criteria is not reached do 

Step 3: for each chromosome in population do 

Step 4: Calculate fitness of chromosome 

Step 5: Select chromosomes for Crossover 

Step 6: Perform Crossover 

Step 7: Perform Mutation 

Step 8: Replace the population with new chromosomes 

Step 9: return Best fit chromosome 

 

Usually, a random population is created, which undergoes through the process of 

evolution to obtain better solutions than provided by the initial set. The initial set of solutions 

is evolved until the stopping condition is reached. The selection operator takes into 

consideration the fitness value of the chromosomes, yielding higher chance to be selected to 

the more adapted chromosomes. Crossover takes the selected chromosomes and combines 

them, providing diversity to the solutions. Mutation has a small chance to change a 
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chromosome, which may create fitter solutions. After the process of evolution is done, the 

fittest chromosome is returned as an optimal solution to the given problem. The 

representation of the chromosomes is directly linked to the solution of the problem. 

Crossover and Mutation operations are performed to evolve the initial population to generate 

optimal solutions. Crossover combines the selected chromosomes to achieve better solutions 

than initially created. Each chromosome in the Mutation process has a small chance to be 

changed, usually in small portions. Similar to Selection, these steps have a randomness that 

helps produce fitter solutions, which are more likely to be selected in the next generation. 

B. Whale Optimization Algorithm 

The definition of brightness is also indicated by the selection of an element, the 

selection of an attribute, or the selection of a subset of variables for the development of the 

model, which makes it difficult to select a subset of relevant key points. In this projected 

structure, the WOA algorithm is used to determine the inclusion. A key problem for large 

scale worldwide enhancement (LSGO) cover by metaheuristic computing (MAS) is that most 

of them are rapidly converging in the direction of the optimal neighborhood due to the rapid 

decrease of differential diversity, and the first WOA is not a superior case. In previous 

studies, the Levy flight course has been widely used in MA to prevent the close agreement of 

Optima and accelerate integration in light of worldwide hunting productivity. Therefore, levy 

flight is used to escape near-optimal at WOA, which differentiates population diversity. 

The Lévy flight is a sort of non-Gaussian randompractice with step length subsequent a 

Lévy assumption. Anupfront power-law vision of the Lévy conveyance is: 

𝐿(𝑠)~|𝑠|−1−𝛽 , 0 < 𝛽 ≤ 2                              (19) 

Where 𝛽 an index, 𝑠 is is the step length of the Lévy flight. Mantegna’s procedure is 

applied to calculating 

𝑠 = 𝜇/|𝜗|1/𝛽                              (20) 

Where, 𝜇And𝜗 obey normal distribution, i.e. 

𝜇~𝑁(0, 𝜎𝜇
2), 𝜗~𝑁(0, 𝜎𝜇

2)         (21) 

𝜎𝜇 = [
𝜏(1+𝛽).sin(𝜋.𝛽/2)

𝜏(
1+𝛽

2
).𝛽.2

(𝛽−1)
2

]1/𝛽             (22) 

𝜎𝜗 = 1                              (23) 

A step size avoiding the Lévy flight leaping out of the design field is adopted. It is 

defined by: 

𝐿𝑒𝑣𝑦 = 𝑟𝑎𝑛𝑑𝑜𝑚(𝑠𝑖𝑧𝑒(𝐷)) ⊕ 𝐿(𝛽)~
0.01𝜇

|𝑣|
1
𝛽(𝑋𝑖−𝑋∗)

          (24) 

If dimension (D) is the scale of the problem,⊕ it indicates the initial multiplication, 

Xi is the ith vector of the solution. Due to the unlimited fluctuations in the circulation of the 

levy, the levy flight sometimes does the development of a long separation to increase 
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research capacity, while the development of a short separation is done to increase 

performance. Obviously, this legality can guarantee that MA will recover to nearby Optima. 

At WOA, the procurement tool is replaced by Levy's trip to discover the research space more 

and more skillfully. The novel location is updated in the same way.. 

𝑋(𝑡 + 1) = 𝑋(𝑡) +
1

𝑠𝑞𝑟𝑡(𝑡)
. 𝑠𝑖𝑔𝑛(𝑟𝑎𝑛𝑑 − 0.5)⨁𝐿𝑒𝑣𝑦                            (25) 

Where 1 / sqrt (t) is the factor associated with the in progress iteration number𝑡, and 

𝑠𝑞𝑟𝑡 () is the sqrtprocess. In this regard, an earlier search may be performed at an earlier 

stage, while a slighter one is used in a later passé. 𝑆𝑖𝑔𝑛 (𝑟𝑎𝑛𝑑 − 0.5)signifies a sign function 

with only three values -1, 0, 1, which makes the search additional random. The WOA 

exploration phase is summarized as follows: 

𝑋(𝑡 + 1) = {
𝑋(𝑡) +

1

𝑠𝑞𝑟𝑡(𝑡)
. 𝑠𝑖𝑔𝑛(𝑟𝑎𝑛𝑑 − 0.5) ⊕ 𝐿𝑒𝑣𝑦       𝑖𝑓 𝑝 < 0.5

𝐷′. 𝑒𝑏𝑙 cos(2𝜋𝑙) + 𝑋∗(𝑡)                                          𝑖𝑓 𝑝 ≥ 0.5
          (26) 

3.5. Classification 

An inspired by the biological nervous system, an ANN is an information processing 

system which contains numerous processing neurons which are densly interconnected. Neural 

Networks are a form of multiprocessor computer system with a high degree of 

interconnection, simple processing elements, adaptive interaction between elements and 

simple scalar messages. These neurons work together in a distributed manner: 

❖ To be trained from the input information 

❖ To manage inner processing 

❖ To optimize its concluding outcome 

The main advantage of using ANN is that it does not necessitate a priori detail of the image. 

By introducing ANN, algorithms have been developed for processing the CBIR 

analysis often become more intelligent than conventional techniques. The purpose of a neural 

network is to map an input into a desired output. To resolve highly complex dilemmas, 

neurons can be combined in layers in artificial neural networks. There are many kinds of 

neural networks available. 

3.5.1. Models of Neural Network Used in the Proposed Research 

(i) Multilayer Perceptrons (MLP) / Feedforward Neural Network (FNN) 

The most popular neural network type which belongs to basic types of neural network 

called feed forward neural networks comprises of a sequence of layers namely input, hidden 

and output layers. Input and output layers show inputs and outputs on the whole networks. 

Hidden layers may be more than one in a network between these two layers. Every 

consequent layer has a connection with the preceding layer. In general, all neurons in a layer 

are associated to all neurons in the adjacent layers through unidirectional links which are 

represented by connection weights. The information moves in only one direction-forwards in 

this type of network. Figure 3 presents the diagram of proposed ANN method. 
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Figure 3 Structure of MLP Network 

Feed forward neural networks (FFNNs) are known as a well-regarded class of ANN 

based neural models which are capable of realizing and approximating complex models based 

on their next-level, parallel, layered structure. The fundamental processing elements of 

FFNNs are a series of neurons. These neurons are disseminated over a number of fully-linked 

loaded layers. MLP is one of the widespread examples of FFNNs. In MLP, the initial 

processing elements are prearranged according to a one-directional manner. In these 

networks, evolution of information happens based on the communications among three types 

of matching layers: input, hidden, and output layers. Figure. 3 shows a MLP network that has 

a single hidden layer. The networks between these layers are associated with some weighting 

values varied inside [−1, 1]. Two functions can be carried out on every node of MLP, which 

are called summation and activation functions. The product of input values, weight values, 

and bias values can be attained based on the summation function described in Eq. (27). 

𝑆𝑗 = ∑ 𝜔𝑖𝑗𝐼𝑖 + 𝛽𝑗
𝑛
𝑖=1                              (27) 

Where 𝑛 denotes the total number of inputs, Ii is the input variable i, βj is a bias value, 

and wij reveals the connection weight.In next step, an activation function is activated based 

on the outcome of the Eq. (27). Various activation approaches can be utilized in the MLP, 

which, according to literature, the most utilized one is S-shaped sigmoid function. This 

function can be calculated based on Eq. (28). 

𝑓𝑗(𝑥) =
1

1+𝑒
−𝑆𝑗

                             (28) 

Therefore, the final output of the neuron 𝑗 is attained using Eq. (29) 

𝑦𝑖 = 𝑓𝑗(∑ 𝜔𝑖𝑗𝐼𝑖 + 𝛽𝑗
𝑛
𝑖=1 )                             (29) 

After building the final structure of ANN, the learning process is instigated to fine 

tune and evolve the weighting vectors of network. These weighting vectors should be updated 

to approximate the results and optimize the total error of the network. 
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4. Results and Discussion 

In this section, we have presented brief information about datasets and experimental 

results performed using the proposed framework for CBIR. The proposed algorithm is coded 

in MATLAB programming language. The system comprises of 4GB RAM and Intel i3 

processor using Windows 10 operating system. All tests are carried out to evaluate the 

performance of the overall system. In this proposed system, we used Wang database that 

comprises of 1000 images for 10 classes, including African people, food, buildings, elephant, 

beach, horse, flower, mountain, bus and dinosaurs. In Figure 4, we have shown a few samples 

of Wang database [21].  

 

Figure 4: Sample Images of Wang Dataset [21] 

A WANG dataset is available in size of 384×256 or 256×384 in JPEG format. This 

collection of data is also used to test other CBIR systems. It is commonly used because the 

dataset class information is strong in size and availability. 

The classification of views can be calculated using four indexes considered based on 

the following calculations: precision, recall, F-measure, and accuracy. Some noted documents 

and most categories involve the utility of the solution offered based on the consistency of a 

particular class and the specifics of the rest of the documents. Therefore, detection of 

accuracy or recall value which determines the sensitivity parameter will effectively represent 

the accuracy of the text classifier. The equations to compute these measures are described as 

follows: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  (30) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 +𝐹𝑎𝑙𝑠𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  (31) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙
  (32) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (33) 

where True Positive is suitably categorized subjects in a category, False Positive as 

appropriately classified subjects in a category and False Negative as correctly classified 

documents of rest categories. 

In this research study, Root-mean-square error (RMSE) is also used to measure the 

error between training and testing data by comparing the expected value with the observed 

value. 

4.1. Performance Analysis of Proposed Feature Selection Techniques 

In this section, the proposed ANN classifier is validated with feature selection 

techniques namely GA, PIO and WOA algorithms in terms of accuracy, precision and recall 

that is described in Table 1. 

Table 1: Performance Analysis of ANN classifier with Different Feature Selection 

techniques 

Parameters (%) Classifier Feature Selection Techniques 

GA Proposed PIO WOA 

Accuracy ANN 90.41 93.21 92.49 

Precision  89.65 93.89 91.58 

Recall  90.72 92.60 90.17 

 

From the table 1, it is clearly stated that PIO has highest accuracy with ANN 

classifier, i.e. 93.21% of accuracy, where WOA achieved 92.49% of accuracy and GA 

achieved only 90.41% of accuracy with ANN classifier. While testing the proposed feature 

selection techniques with ANN classifier in terms of precision and recall, PIO has better 

performance than other techniques namely GA and WOA. For instance, PIO achieved 

92.60% of recall and 93.89% of precision with ANN classifier, where GA and WOA 

achieved nearly 89% to 90% of recall and precision with ANN classifier. This validation 

results proved that ANN with PIO achieved better performance than ANN with GA as well as 

WOA algorithms.  

4.2. Performance Analysis of Proposed Method 

In this section, the performance of proposed feature selection techniques with ANN is 

compared with the existing techniques namely Decision tree (DT) [18], Random Forest (RF) 

[18], MLP [17], SVM [17] and KNN [17] in terms of all parameters. Initially, Table 2 
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describes the comparison analysis on the basis of precision, recall and F-measure for 10 

images.  

Table 2: Comparative Analysis of proposed method 

Parameters Methodology Input Images 

1 2 3 4 5 6 7 8 9 10 

Precision DT 66 55 63 80 74 67 61 83 58 76 

 RF 59 67 59 61 86 84 74 64 62 67 

 MLP 52 32 50 63 75 34 47 59 58 61 

 SVM 81 90 78 83 82 77 86 86 86 90 

 KNN 39 44 46 59 48 56 66 79 82 80 

 Proposed 

FS+ANN 

91 97 94 96 94 93 95 97 93 97 

Recall DT 66 75 64 66 64 70 76 66 67 59 

 RF 72 58 49 67 48 63 68 84 72 78 

 MLP 68 74 81 75 72 64 73 58 64 73 

 SVM 82 87 90 80 79 83 82 87 82 93 

 KNN 79 58 62 59 54 47 42 68 29 51 

 Proposed 

FS+ANN 

90 94 97 96 92 95 96 90 91 94 

F-Measure DT 66 64 63 72 68 68 67 73 62 66 

 RF 33 59 37 16 22 33 48 13 48 18 

 MLP 21 42 38 41 46 53 58 32 71 49 

 SVM 81 91 83 81 80 80 84 86 84 91 

 KNN 53 50 53 59 50 51 51 73 42 62 

 Proposed 

FS+ANN 

90 93 94 92 96 92 97 95 92 94 

 

From the Table 2, it is clearly stated that our proposed algorithm achieved better 

performance than various existing techniques. Among the existing techniques, MLP achieved 

poor performance, i.e. 53.1% of average precision and KNN achieved 59.9% of average 

precision. DT and RF achieved nearly 69% of average precision, where SVM achieved 

83.9% of average precision. But, the proposed ANN achieved 94.7% of average precision 

and the reason is that proposed FS is included in this research study. The optimal features are 

selected by HFS techniques for better retrieval performance. For the recall analysis, the 

existing techniques such as DT, RF and MLP achieved nearly 67% to 70% of average 

performance, where KNN achieved very low recall value. The SVM achieved only 84.5% of 

average recall without feature selection techniques. By using proposed FS, the proposed 

ANN achieved 93.7% of average recall for all images. As like recall analysis, SVM achieved 

84% of average F-measure and KNN achieved only 54.4% of average F-measure. However, 

RF and MLP achieved very low F-measure for all input images, where DT achieved 66.9% of 

average F-measure. The reason for poor performance is that the existing techniques didn't use 

the optimal features for retrieving the query images from the database. In this study, proposed 
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FS techniques is used along with ANN and therefore, it is achieved 93.5% of average F-

measure and proved that it achieved better performance than all other existing techniques. 

4.3. Comparative Analysis of Proposed Classifier  

In this section, the performance of proposed FS with ANN is compared with other 

existing techniques in terms of accuracy and RMSE for overall input WANG images, which 

is given in Table 3.  

Table 3: Comparative Analysis of Proposed Classifier 

Methodology Parameter Metrics 

Accuracy (%) RMSE 

DT 89.5 18.14 

RF 78 25.63 

MLP 81.72 22.44 

KNN 85.14 19.42 

SVM 90.82 12.6 

Proposed FS with ANN 93.34 5.12 

 

Accuracy is the ratio of true negatives and true positive ones to true negatives and true 

positive ones, and false negatives and false positives. This defines how much is rated 

correctly for a measure of the event. From the Table 3, it is stated that DT, SVM, KNN and 

MLP achieved nearly 89% to 90% of overall accuracy for CBIR query results. However, RF 

achieved very low classification accuracy and high RMSE value than any other existing 

techniques. In this research study, a proposed FS techniques are included with the ANN 

classifier to improve the query classification results and the results proved that proposed 

FS+ANN achieved 97.34% of overall accuracy and less RMSE i.e. 5.12. The next section 

will discuss the performance of proposed FS technique with various classifiers.  

4.4. Comparative Analysis of Proposed Feature Selection Technique 

Table 4 presents the performance of proposed FS in terms of overall classification 

accuracy. Here, all the classifiers are implemented with proposed FS and results are taken for 

validating the performance of different classifiers.  

Table 4: Comparative Analysis of Proposed HFS technique in terms of overall classification 

accuracy (%) 

Methodology Feature Selection Technique 

Without HFS With HFS 

DT 89.5 93.5 

RF 78 80 

MLP 81.72 85.72 

KNN 85.14 89.14 

SVM 90.82 93 

Proposed FS with ANN 93.34 97.34 
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The existing and proposed classifier achieved better performance, while incorporating 

with proposed FS technique for better retrieval query images. The reason is that existing 

techniques and ANN requires optimal solution for better performance and also they achieved 

less performance without proposed FS technique. For instance, ANN and SVM achieved only 

90% to 93% of overall classification accuracy. While proposed FS is included with these 

classifiers, every classifier achieved better performance. For example, ANN achieved 97.34% 

of accuracy and SVM achieved 93% of accuracy. When compared with every techniques, 

ANN achieved better performance this is due to learning of ANN is better than DT, RF, 

MLP, KNN and SVM. From the simulations, the implementation results proved that the 

proposed FS along with ANN achieved better retrieval accuracy.  

5. Conclusion 

CBIR uses the features that are, contents of an image like color, shape, texture instead 

of keywords of an image. Image retrieval systems basically are of two types namely, text 

based systems and content based systems. The text based method is a tedious task to do the 

annotation of a huge number of images on the basis of the keyword. There no need of doing 

manual annotation in CBIR system’s and it retrieves the result in the form of visually alike 

images as per user’s interest. The technique of efficiently retrieving similar images from the 

database is called as CBIR. In addition to contents of the image i.e. color, shape, texture, 

CBIR requires querying, matching, indexing and searching.In this research study, the final 

output is retrieved from the database using feature extraction from the input query images. 

The research study has two process namely training process and testing process. Based on the 

texture and colour vector, the segmented images are converted into HSV images as well as 

gray-scale images. Then, these images are compressed by using DWT and given as input for 

extracting the features. In this research study, three different features are extracted and when 

more number of features are used, it will increase the complexity of classifier to achieve 

better results. Therefore, proposed FS techniques are used for the optimal features from the 

combined color and texture features. In the testing process, when the user gives a query 

images, the process will be same as training process and finally, to extract the relevant 

images, the training images are taken from the dataset and compared with the query images 

using ANN classifier. From the classification results, the most similar results are retrieved to 

the end-user. The experimental results shown that the proposed ANN achieved only 93.34% 

of overall classification accuracy without FS techniques, where the same technique achieved 

97.34% of overall classification accuracy, while incorporating with proposed FS techniques. 

In future, an ensemble classifier is required to implement for effective image retrieval by 

using huge amount of query images.  
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